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Abstract

We study a model of Bayesian persuasion between a designer and a receiver with one substantial deviation—the receiver can acquire costly i.i.d. signals from the offered information structure. Taking a 2-state-2-action environment as the baseline and using continuous approximation, we fully characterize the optimal persuasion policy. When the receiver features high skepticism, the optimal policy is to immediately reveal the truth, which is true for an unexpectedly large set of primitives. We locate the designer’s maximum payoff, find the setup cost of persuasion the designer incurs, and identify a wedge that measures the value of dictating information acquisition for the designer. Some extensions of the baseline model are discussed.
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1 Introduction

Imagine that a scientific journal editor receives from a researcher an article claiming a discovery that is reproducible via an experiment. The researcher wants to find her way into publication, but the editor must assess the reliability of the finding, and will make a decision, accepting or rejecting, only after ample evidence has been collected from sufficient repetition of the experiment. How should the researcher optimally design her experiment?

Similar examples are abundant. While prosecutors aim at conviction, judges may require multiple independent investigations to reach a sufficient level of convincement; while producers just want to make sales, consumers are usually allowed to try products for a certain length of time before purchase. In these scenarios, people with the authority to decide (receivers) make use of information potentially manipulated by those with expertise and different interests (designers). However, unlike those typically modeled in communication games, receivers are not “passive audiences”, they instead get a say through dictating the utilization of the information sources offered by the designers. This paper analyzes the extent to which such a protocol will reshape our insight into strategic information transmission with commitment.

To this end, the communication problem is modeled as a Bayesian persuasion game with one substantive divergence from its paradigm. The receiver (he) faces a binary decision problem with incomplete information on a constant state. The designer (she), uninformed about the state ex ante, cares about the receiver’s action and can influence it by communicating with him via committed signals. In particular, the designer provides once and for all, at the outset, an information structure with commitment, from which the receiver is allowed to draw as many (conditionally) independent signals as he desires over an infinite horizon. Potentially becoming more informed, the receiver must weigh the informational benefits against the opportunity cost of information acquisition. The costs have the most parsimonious form: The receiver is impatient while information is collected via time-consuming sequential tests. In the baseline setting, agents share a common belief on a binary state, and the designer’s preferences are time and state-independent. By choosing the format of her persuasion, the designer maximizes the probability that the receiver ends up with her preferred action.

We follow the belief-based approach and represent communication by its induced information policy, which is a distribution of receiver posteriors generated by an optimally stopped belief martingale in discrete time. The distribution necessarily averages back to the prior, but Bayes plausibility alone fails to capture the receiver’s incentive compatibility in learning. A sufficient yet tractable characterization of the receiver’s optimal stopping policy, and how its outcome — the distribution of stopping posteriors, i.e., those at which information acquisition is terminated — relies on the designer’s strategy, is thus in needed. This creates new challenges along a couple of fronts.

The first challenge lies in determining the optimal signal space. In most Bayesian persuasion
literature, signals can be treated as action recommendations to receivers, and so we can equate the signal space for each receiver and the set of his feasible actions. Such “revelation principle”, however, fails to hold in our setup for two reasons: Due to endogenous information acquisition, a signal might induce more information acquisition in the early stages but terminate it later in sequential tests. Moreover, the number of stopping posteriors is in general independent to the signal space and hence gives no clue about the latter. The second challenge is to derive the distribution of an optimally stopped belief martingale generated by an information structure in sequential tests, which plays a pivotal role in our model; the major difficulty is owing to the discreteness and asymmetry of belief updating. One may wonder if we can circumvent those difficulties by focusing on static information structures, i.e., those which induce only one-shot learning, which restores the revelation principle and avoids addressing the dynamic information acquisition problem. A two-period numerical example presented in the online appendix, however, proves this conjecture problematic. Multiple random draws, as illustrated there, could be in the interest of the designer, rendering the static solution suboptimal.

Instead, the central tool we employ is a continuous approximation. We collapse a discrete lump-sum belief updating into a sub-dynamic process so that belief renews continuously. In the limit, a nonnegative number, interpreted as informational accuracy, summarizes the role an information structure plays on belief evolution. The approximation enables us to formulate the receiver’s problem as an optimal diffusion control, which admits a closed-form cutoff policy that maps each information structure to a pair of stopping posteriors. Each stopping posterior identifies a class of information structures with the same limit accuracy, and the range of the stopping posteriors as accuracy varies constitutes the feasible set and represents information. Encapsulating the receiver’s incentive compatibility, the information representation, unlike its counterpart in the one-shot learning benchmark (“1-benchmark” hereafter for simplicity), degenerates to a curve, that is, the designer can choose only one of the two stopping posteriors. In other words, to meet the receiver’s incentive compatibility, the designer has to give up one degree of freedom in her decision as compared to the 1-benchmark. Moreover, the information representation admits a simple geometric structure: The curve is either concave or convex, which is fully determined by parameters in the receiver’s utility function. This introduces an endogenous refinement over Bayes plausible signals, and so we call such representation constrained Bayes plausibility.

The structure of constrained Bayes plausibility delivers a convenient geometric characterization of the optimal information policy. Say that an information policy is immediately revealing if it discloses the true state almost instantly, that information is manipulated if the policy is not immediately revealing but informative, and that a prior is disadvantageous if the designer does not favor the receiver’s optimal (terminal) action at the prior. Theorem 1 pins
down a closed-form cutoff prior;\textsuperscript{1} below, the receiver is said to feature *high skepticism* and the designer can do no better than being immediately revealing, while above, it is optimal to hold some information and trigger dynamic information acquisition at a disadvantageous prior, a delay in learning hence ensues. The result in general disproves that the designer can, as intuition might suggest, counteract “too much information (via multiple signals)” by lowering informational accuracy. In fact, since information acquisition is costly, the receiver, facing a less accurate information structure, will choose to explore less in general. However, owing to the receiver’s incentive compatibility, the designer cannot control how “less exploration” is allocated on various events, leaving the profitability of lowering the accuracy unclear. On the contrary, the immediately revealing policy is optimal more often than one might have expected, and so the receiver is immediately informed about the underlying state through a single perfectly informative signal. Thus, what makes the designer more informed in these cases is the option of, rather than actually carrying out, sequential tests.

The complete characterization opens a way for comparative statics. For the receiver, the value of information in our context is measured by the *compound accuracy*. This is defined as the limit accuracy divided by the receiver’s discount rate, since the “total” information an information structure can yield via costly sequential tests relies on how much the receiver would like to acquire, which is affected by the cost of learning—impatience in our framework. In akin to Blackwell theorem, the compound accuracy measures the value of information to the receiver. We find that the optimal compound accuracy is constant in the receiver’s impatience, and so is the receiver’s welfare. For the designer, we focus on the maximum probability of a successful persuasion, which measures the designer’s payoff in the baseline model with a disadvantageous prior and profitable information manipulation. In the 1-benchmark, the supreme of such a probability over all sets of parameters with disadvantageous priors is clearly 1, but in our setup the supreme is 1/2, suggesting a discrete drop in the designer’s payoff caused by the new protocol.

We may view the change in protocol as a reallocation of bargaining power in information transmission; the designer preserves the control over *information quality*, yet that over *information quantity* is ceded to the receiver. The welfare implication is delineated by locating the designer’s maximum payoff and comparing it with the 1-benchmark. It is well-known that the designer’s maximum payoff equals the concave envelop of her value function (i.e., the value she obtains from the receiver’s optimal action at his stopping posteriors) in the 1-benchmark. In our framework, two points on the graph of the designer’s value function are called an *admissible pair* if their horizontal coordinates (i.e., two posteriors) are constrained Bayes plausible. We show that the designer’s maximal payoff is the upper envelope of all the segments joining admissible pairs, which is hence convex. The *wedge* between the concave

\textsuperscript{1}Since the state is binary, we can capture any belief about the state by a number in \([0, 1]\), which is the probability for the state in which the receiver, if knowing the state, will take the action the designer prefers.
and convex envelopes thus stands for the value of dictating information acquisition to the
designer. Due to the discrete drop in the designer’s maximal payoff, the wedge is open on its
upper end, entailing a discontinuity in the designer’s payoff. Therefore, losing control over
information acquisition incurs a setup cost to the designer, which benefits the receiver as she
is strictly better off from information disclosure.²

Some extensions of the baseline model are further considered. We start by briefly discussing
three cases to which the methodology developed is still applicable under certain conditions:
the situation with an impatient designer, that with more than two terminal actions or states,
and that with accuracy-dependent costs to the designer. Some qualitative properties of
the solution to the baseline model are preserved in these cases. More detailed analysis is
devoted to another two extensions. First, we solve the optimal persuasion scheme when the
designer has state-dependent preferences that are totally misaligned with the receiver. In
this case, the immediately revealing policy is always dominated and effective information is
optimally disclosed only at “intermediate” priors.³ Unlike in the baseline model, optimal
learning unsurprisingly induces less information disclosure for extreme priors,⁴ as compared
with the 1-benchmark, but the wedge effect and the setup cost of persuasion persist. Second,
we incorporate uncertainty about the receiver’s prior or his preferences into the baseline
model. A complete and general characterization of the optimal information structure seems
unavailable, but we are able to derive conditions that guarantee either an informative or an
uninformative communication and provide sharp characterization for the optimal solution in
specific examples. Comparative statics for both cases are also discussed.

The paper is structured as follows. We review in the rest of this section some related
work. Section 2 specifies the baseline model and introduces the continuous approximation
of an arbitrary information structure. We then analyze in section 3 the optimal information
acquisition problem, by which we obtain a representation of information in our setup. Section
4 is devoted to examining the optimal information policy and how it hinges on primitives
in the baseline model. In section 5, we locate the designer’s maximal payoff and compare it
with that in the 1-benchmark, by which we investigate the “optimal learning wedge” and its
properties. Section 6 delivers a discussion on some possible extensions of the baseline model
and section 7 concludes. All proofs are relegated to the Appendix.

Related Literature

This paper joins a growing body of literature on Bayesian persuasion in a variety of
scenarios. The prototype of this problem is traced down to Gentzkow & Kamenica (2011),
where they point out the substantial constraint—Bayes plausibility—in designing one-off

²Recall that the receiver does not strictly benefit in the 1-benchmark, wherein the designer is the only
beneficiary of information disclosure.
³i.e., those distant from 0 and 1.
⁴i.e., those close to 0 or 1.
information structures, upon which they propose the method of “concavification” to pin
down the optimal persuasion mechanism. Alonso & Cámara (2014) extend the benchmark by
introducing heterogeneous priors to agents and provide conditions for a designer to benefit
from information manipulation. They also consider the case in which the receiver’s prior is not
known to the designer. Wang (2012) studies the case of multiple receivers in a voting game
with uncertainties about the quality of alternatives. She characterizes the optimal information
structure and compares public persuasion with private persuasion.

Some other literature discusses information manipulation from a non-persuasion perspective
(without coping with information design). Brocas & Carrillo (2007) consider a model wherein
the information controller can stop the public information acquisition process contingently at
any time where the maximum number of random draws is fixed \textit{ex-ante}. They characterize the
“rents” caused by the power of information controlling. A closely related, but more complex
situation appears in Lizzeri & Yariv (2010), where information manipulation happens in the
deliberation stage; before the final vote, agents should first vote on whether to go to the final
vote or to deliberate and get more information. They assume information acquisition but a
fixed and private cost is imposed on each voter. Their main conclusion is about (i) how the
length of the deliberation phase depends on the heterogeneity of committees; (ii) how the
preferences of the committees on the rules of deliberation depends on the heterogeneity of
committees; and (iii) the possibility that it is the rule of deliberation rather than the rule of
the final voting stage that determines the result.

Closer to our paper is Gill & Sgroi (2008). They consider persuading a sequence of
agents who make decisions sequentially, before which each observes a private signal about the
underlying state and the decision of the previous agent, if any, where \textit{information cascade} may
happen. In their paper, the designer can only disclose a cheap signal at the very beginning,
which is observed by the first decision maker, but we have only one receiver and allow for
sequential information acquisition. Moreover, information acquisition is endogenous in our
paper, which, as will be shown, has important implications on information manipulation.

2 Model

Consider a two-agent (\textit{D}esigner and \textit{R}eceiver) game in discrete time \( t = 0, 1, 2, \ldots \). There is
a binary state \( \omega \in \Omega = \{A, B\} \), which is constant throughout the course. The agents \( \mathcal{D} \) and
\( \mathcal{R} \) are uncertain about \( \omega \) and share an initial belief \( \pi_I \in (0, 1) \) on \( \{\omega = A\} \).

\( \mathcal{R} \)’s problem is to make a single choice \( \gamma \in \mathcal{A} = \{a, b\} \), called his \textit{terminal decision}, upon
which the game ends, to maximize his expected utility. Before making the terminal decision,
\( \mathcal{R} \) can acquire payoff-irrelevant and conditionally independent signals about \( \omega \), one in each
time \( t \) from an information structure \( \sigma_t \ (t \geq 1) \).\footnote{\( \sigma_t \) consists of a set of signals \( S_t \neq \varnothing \) and two probability distributions \( \mathbf{P}_t(\cdot \mid A), \mathbf{P}_t(\cdot \mid B) \in \triangle S_t \).} However, information acquisition delays the
terminal decision and causes “costs” due to $R$’s impatience: He discounts future payoffs at a rate $r > 0$. If $R$ makes the terminal decision $\gamma$ at time $t$ in state $\omega$, then his payoff is given by $e^{-rt}u_R(\gamma, \omega)$, where

$$u_R(\gamma, \omega) = \alpha 1_{\{\gamma=a, \omega=A\}} + \beta 1_{\{\gamma=b, \omega=B\}}, \quad \alpha, \beta > 0,$$

is his payoff before discounting. Thus, $a$ ($b$, resp.) is optimal for $R$ in state $A$ ($B$, resp.) when the true state was known. Describing $R$’s behavior after information acquisition is simple. Let $\pi \in [0, 1]$ be the posterior he has reached after learning, at which his expected payoff is $\pi \alpha$ by choosing $a$ and $(1 - \pi) \beta$ otherwise. So $R$ optimally chooses $a$ if and only if $\pi \geq \pi^*$, where the cutoff belief

$$\pi^* = \frac{\beta}{\alpha + \beta}.$$

Thus, lying at the heart of $R$’s problem is the optimal termination of information acquisition, which depends not only on $\pi$, but on the sequence of information structures $\{\sigma_t\}_{t \geq 0}$.

$D$ is a patient persuader whose payoff relies solely on $R$’s terminal decision. For simplicity, $D$’s preferences are given by the utility function $u_D(\gamma, \omega) = 1_{\{\gamma=a\}}$, which is state and time-independent. $D$ controls information about $\omega$ as a means to affect $R$’s terminal decision, by which she maximizes her expected utility—the probability that $R$ ends up with action $a$. Specifically, $D$ selects an information structure $\sigma$ in time 0 and commits to it thereafter, that is, $\sigma_t = \sigma$ for all $t \geq 1$. Therefore, $R$ observes a sequence of conditionally i.i.d. signals from $\sigma$ about $\omega$, and his posterior on $\{\omega = A\}$ in period $T$, given that $\sigma = (S, \{P(s | \omega)\}_{s \in S, \omega \in \Omega})$, is

$$\pi_T = \begin{cases} \pi_I, & \text{if } T \in [0, 1) \\ \frac{\pi_I \prod_{\tau=1}^{T} P(s_{\tau} | A)}{\pi_I \prod_{\tau=1}^{T} P(s_{\tau} | A) + (1 - \pi_I) \prod_{\tau=1}^{T} P(s_{\tau} | B)}, & \text{if } T \geq 1 \end{cases},$$

where $S \neq \emptyset$ is the finite set of signals and $s_{\tau} \in S$ is the signal realized in time $\tau$. Clearly, $D$ will optimally choose an uninformative $\sigma$ if $\pi_I \geq \pi^*$ and so we assume $\pi_I < \pi^*$, i.e., the prior is disadvantageous to $D$, unless otherwise mentioned.

In our setup, $D$’s decision is static although she must take into account $R$’s dynamic incentive for information acquisition. An alternative setup for information manipulation is to allow $\sigma_t$ to vary in calendar time and $R$’s posteriors, which then renders the scenario a dynamic persuasion game. However, as long as $\omega$ is constant and the prior is common (as we assumed), this setup does not really go beyond the 1-benchmark: $D$ can achieve her optimum by disclosing information essentially once, since every Bayes plausible distribution of stopping posteriors can be attained via a signal in period 1 together with uninformative

---

6For dynamic Bayesian persuasion games, see, for instance, Ely (2017).
signals thereafter.\textsuperscript{7}

\subsection{Continuous Approximation}

To achieve a sufficient and tractable characterization of \( \mathcal{R} \)'s optimal information acquisition strategy, we introduce a continuous-time approximation for an arbitrary belief updating sequence. This is done by “collapsing” each lump-sum Bayesian updating into a process of “gradual” learning over a unit of time. Formally, assume that a signal is drawn at each \( \tau \in \{ \Delta, 2\Delta, \ldots \} \) for some fixed \( \Delta > 0 \) and information structure \( \sigma = (S, \{P(s \mid \omega)\}_{s \in S, \omega \in \Omega}) \). The information structure associated \( \Delta \), \( \sigma^\Delta = (S, \{P^\Delta(s \mid \omega)\}_{s \in S, \omega \in \Omega}) \), satisfies

\begin{equation}
P^\Delta(s \mid \omega) = D(s) + [P(s \mid \omega) - D(s)] \sqrt{\Delta}, \quad \text{for each } s \in S, \omega \in \Omega, \tag{2.1}
\end{equation}

where \{\( D(s) \)\}_{s \in S} is a state-independent distribution on \( S \) in the interior of \( \triangle S \) (i.e., \( D(s) > 0 \) for every \( s \in S \)). Clearly, we have \( P^1(s \mid \omega) = P(s \mid \omega) \) and \( P^\Delta(s \mid \omega) \to D(s) \) as \( \Delta \to 0 \). In other words, the two states become asymptotically indistinguishable as \( \Delta \) converges to 0, and the information borne by a single signal decays as the sampling frequency diverges. Moreover, as we will see later, the corresponding limit distribution of belief updating will hinge on the choice of \{\( D(s) \)\}_{s \in S}, and so we include \{\( D(s) \)\}_{s \in S} as one component of an information structure \( \sigma \) that \( D \) can choose henceforth.

For an interpretation, we may think of an experiment that takes time to conduct, and its “reliability” depends on the time exerted. As sampling becomes frequent, each single signal becomes noisier, but the experimenter is compensated by more observations in a unit time. So the approximation (2.1), in a sense, leads to neither a gain nor a loss in informativeness as \( \Delta \) shrinks, whereby a meaningful approximation for the posterior martingale can be obtained.

To this end, we start with the law of motion of \( \pi_t \) for a given information structure and a fixed frequency of sampling and derive the evolution of the corresponding log-likelihood ratio. Then, by passing \( \Delta \to 0 \) and employing Itô’s lemma, we obtain the law of motion of \( \pi_t \) in the limit. The result is presented in Lemma 1.

\textbf{Lemma 1.} For an arbitrary information structure \( \sigma = (S, \{P(s \mid \omega), D(s)\}_{s \in S, \omega \in \Omega}) \) with \( |S| < \infty \) and \( \{D(s)\}_{s \in S} \in \text{int } \triangle S \), the dynamics of posterior associated with continuous sampling from the information structure, as approximated by (2.1), is

\begin{equation}
d\pi_t = \pi_t(1 - \pi_t)I(\sigma) dB_t, \tag{2.2}
\end{equation}

\textsuperscript{7}However, due to impatience, the optimal persuasion scheme must be more valuable to \( \mathcal{R} \) than the concavification solution, as the latter does not make \( \mathcal{R} \) strictly better off and so fails to trigger learning.
where $B_t$ is the standard Brownian motion, and the function $I(\cdot)$ is surjective, where

$$ I(\sigma) = \left\{ \sum_{s \in S} \frac{[P(s \mid B) - P(s \mid A)]^2}{D(s)} \right\}^{1/2} \in \mathbb{R}_+ $$

(2.3)

The posterior process $\{\pi_t\}_{t \geq 0}$ in the continuous limit is a martingale driven by a rescaled Brownian motion. The function $I(\sigma)$ encapsulates the role $\sigma$ plays in belief updating and measures the informational accuracy of $\sigma$ in the continuous-time limit: A greater $I(\sigma)$ generates more “decentralized” posteriors and hence more efficient belief updating. As mentioned before, we can observe from (2.3) that $I(\sigma)$ hinges on $\{D(s)\}_{s \in S}$; moreover, $I(\sigma)$ can achieve at most $\left[ D(s^1) \right] - 1 + \left[ D(s^2) \right] - 1 + \cdots + \left[ D(s^n) \right] - 1$ for a given $\{D(s)\}_{s \in S}$, where $S \equiv \{s_1, \cdots, s_n\}$ and $D(s^1) \leq D(s^2) \leq \cdots \leq D(s^n)$. Therefore, to reach some given level of accuracy, some $D(s)$ must be sufficiently low. In other words, the information loss on signal $s$ due to continuous-time approximation can be arbitrarily slow if the “uninformative factor” $D(s)$ is sufficiently close to 0. So an immediately revealing information structure is obtained, asymptotically, by an information structure satisfying $D(s) \rightarrow 0$ and $P(s \mid B) \neq P(s \mid A)$ for some $s \in S$. In addition, each nonnegative number corresponds to an equivalent class of information structures that have the same informational accuracy in the limit. For this reason, we use $\mu \geq 0$ to represent a typical class of equivalent information structures hereafter.

### 3 Information Representation

In the model, $\mathcal{R}$ decides when to stop the stochastic process of posteriors to balance informational gains and holdup costs. In this section, we characterize $\mathcal{R}$’s optimal information acquisition scheme under the continuous-time approximation of his belief updating process, which will be used to represent information later on.

The strategy of $\mathcal{R}$ is a choice of a stopping time, and then a choice of an action in $\mathcal{A}$ to maximize his expected payoff. If $\mathcal{R}$ chooses to stop at some $\pi'$, his decision $\gamma \in \mathcal{A}$ should maximize the expected utility $\pi'\alpha 1_{\{\gamma=a\}} + (1-\pi')\beta 1_{\{\gamma=b\}}$. Thus, being offered an information structure with accuracy $\mu$, $\mathcal{R}$’s problem is formulated as

$$ \max_{\tau \in \mathcal{T}} \mathbb{E}[e^{-r\tau}J(\pi_\tau; \alpha, \beta)] $$

s.t. $d\pi_t = \pi_t(1-\pi_t)\mu dB_t$

(3.1)

where $\mathcal{T} \equiv \{\tau \mid \mathbb{E}[\tau] < \infty\}$ denotes the set of almost surely finite stopping times and the function $J: (\pi; \alpha, \beta) \in [0, 1] \times \mathbb{R}_+^2 \mapsto \max\{\alpha\pi, \beta(1-\pi)\} \in \mathbb{R}_+$.

Let $V: [0, 1] \rightarrow \mathbb{R}$ be $\mathcal{R}$’s optimal value function, which is assumed to be twice differentiable. Since $\mathcal{R}$ can choose to stop at each belief $\pi \in [0, 1]$, we must have $V(\pi) \geq J(\pi) \equiv \max\{\alpha\pi, \beta(1-\pi)\} > 0$. Moreover, $V$ is convex (see Lemma 2). These two properties, together
with the fact that $V(0) = J(0) = \beta$ and $V(1) = J(1) = \alpha$, imply that $V = J$ on $[0, L] \cup [H, 1]$ and $V > J$ on $(L, H)$, where $L \equiv \sup_{0 \leq \pi \leq \pi^*} \{\pi \mid V(\pi) = J(\pi)\}$, called the lower stopping posterior, and $H \equiv \inf_{\pi^* \leq \pi \leq 1} \{\pi \mid V(\pi) = J(\pi)\}$, called the higher stopping posterior. Thus, $\mathcal{R}$’s optimal stopping time is $\tau = \inf\{t \geq 0 \mid \pi_t \notin (L, H)\}$, and his optimal strategy is fully characterized by the stopping posteriors $H$ and $L$, at which he is either sufficiently convinced (at $H$) or unconvinced (at $L$) that the true state is $A$. He thus ends up with action $a$ at $H$ and $b$ at $L$, respectively.

For a sharper characterization, we denote by $\kappa : \mathbb{R}_+ \times [0, 1] \to [0, 1]$ a behavior (stopping) strategy of $\mathcal{R}$ at every moment of time $t$ with belief $\pi \in [0, 1]$. The optimal strategy $\kappa^*$ must solve the HJB equation

$$rV(\pi) = \max_{\kappa \in [0, 1]} \left\{ r\kappa J(\pi) + (1 - \kappa)\left[\pi(1 - \pi)\right]^2 \mu^2 \frac{V''(\pi)}{2} \right\}.$$  

Clearly, the optimal decision is the cutoff strategy $\kappa^* = 1_{\{2r\mu^{-2}J(\pi) \geq \pi(1 - \pi)^2 V''(\pi)\}}$. Since $\kappa^* = 0$ on $(L, H)$, the value function $V$ satisfies the second-order differential equation

$$2r\mu^{-2}V(\pi) = [\pi(1 - \pi)]^2 V''(\pi), \quad \forall \pi \in (L, H). \tag{3.2}$$

Plainly, the functions $V$ and $J$ must contact smoothly at $L$ and $H$, that is, we have both $V'(L) = -\beta$ and $V'(H) = \alpha$. The following proposition summarizes our discussion above.

**Lemma 2.** The value function $V$ possesses the properties below:

(i) $V(\pi) \geq J(\pi) = \max\{\alpha\pi, \beta(1 - \pi)\}$ for all $\pi \in [0, 1]$, and in particular, $V(0) = J(0) = \beta$, $V(1) = J(1) = \alpha$;

(ii) $V$ is convex on $[0, 1]$;

(iii) The stopping time $\tau = \inf\{t \geq 0 \mid \pi_t \notin (L, H)\}$ solves $\mathcal{R}$’s optimal learning problem.

(iv) For all $\pi \in [0, L] \cup [H, 1]$, $V(\pi) = J(\pi)$, where $L = \sup_{0 \leq \pi \leq \pi^*} \{\pi \mid J(\pi) = V(\pi)\}$ and $H = \inf_{\pi^* \leq \pi \leq 1} \{\pi \mid J(\pi) = V(\pi)\}$. In particular, $V(L) = J(L)$, $V(H) = J(H)$;

(v) $J'(H) = V'(H) = \alpha$ and $J'(L) = V'(L) = -\beta$;

(vi) On $(L, H)$, $V$ solves (3.2) subject to the boundary conditions in (iv) and (v). Besides, $V$ is increasing in the informational accuracy $\mu$.

The general solution to (3.2) is given by

$$V(\pi; C_1, C_2) = \lambda^{-1} \left[\pi(1 - \pi)\right]^{\frac{1}{2}(1 - \lambda)} \left[C_1(1 - \pi)^{\lambda} + C_2\pi^{\lambda}\right], \tag{3.3}$$

where the parameter

$$\lambda \equiv \sqrt{1 + 8r\mu^{-2}} > 1,$$
and $C_1, C_2$ are constants to be determined by boundary conditions. Note that $\lambda \downarrow 1$ when the information structure becomes immediately revealing ($\mu \to +\infty$), while $\lambda \uparrow +\infty$ if $\sigma$ becomes (asymptotically) uninformative ($\mu \to 0^+$). The value matching and smooth-pasting conditions prescribed by Lemma 2 yield a closed-form expressions for $L$ and $H$:

$$H = \frac{1}{1 + \frac{\alpha}{\beta}(\frac{\lambda - 1}{\lambda + 1})^{1/\lambda}}, \quad L = \frac{1}{1 + \frac{\alpha}{\beta}(\frac{\lambda + 1}{\lambda - 1})^{1/\lambda}}, \quad (3.4)$$

from which we obtain a relation between $L$ and $H$:

$$H(L) = \frac{\beta^2(1 - L)}{\beta^2 + L(\alpha^2 - \beta^2)} = \frac{1 - L}{1 + (\frac{\alpha^2}{\beta^2} - 1)L}. \quad (3.5)$$

The information structure ties together the stopping posteriors via optimal learning, contrasting to the 1-benchmark wherein the only constraint is Bayes plausibility. Thus, (3.5) is the incentive compatibility constraint in our context, which defines $H$ as a function of $L$. Different points on the curve $H(L)$ correspond to different classes of information structures. Some useful properties of this curve are presented in Lemma 3 below.

**Lemma 3.** (i) The function $H = H(L)$, as defined in (3.5), is concave (resp. convex) if and only if $\alpha \leq \beta$ (resp. $\alpha \geq \beta$), and so $H(L)$ is either concave or convex. Moreover, $H$ is strictly decreasing in $L$, and the point $(\pi^*, \pi^*)$ is the on the graph of $H(L)$.

(ii) $H$ (resp. $L$) is strictly decreasing (resp. increasing) in $\lambda$, which implies that $H$ (resp. $L$) is strictly increasing (resp. decreasing) with the informational accuracy, and is strictly decreasing (increasing) with impatience. Meanwhile, $H$ and $L$ are both strictly decreasing with stakes ratio $\alpha/\beta$.

(iii) $\lim_{\lambda \to 1} H = 1$, $\lim_{\lambda \to 1} L = 0$; $\lim_{\lambda \to \infty} H = \lim_{\lambda \to \infty} L = \pi^*$.

Lemma 3 (i) reveals the pattern of $R$’s best response against information quality, and hence constitutes a representation of information in our framework. As $\mu$ increases, the two thresholds shift apart, and the scale of change is unambiguously determined by the stakes ratio $\alpha/\beta$: $H$ changes more significantly if and only if $\alpha/\beta > 1$. (ii) says that information quality and impatience are “symmetric” factors as they make $R$ either “uniformly” more cautious or “uniformly” less cautious on all actions, which implies that all pairs of posteriors satisfying (3.5) can be ranked according to second-order stochastic dominance, and pairs of posteriors more spreading out correspond to higher levels of $\mu$. However, the stakes ratio plays an “asymmetric” role: As $\alpha/\beta$ increases, $R$ will take action $a$ at a lower level of convencement on state $A$, yet a higher level of convencement on state $B$ is required to induce action $b$. (iii) describes two extreme cases: Uninformative signals lead to immediate stopping, while immediately revealing signals make $R$ extremely picky.
4 Optimal Persuasion

Given the information representation, we move on to optimal information design. To trigger \( R \)'s information acquisition, the information structure must feature \( L \leq \pi_I \). The rest discussion will be restricted to this case, which is called effective persuasion thereafter.\(^8\) We denote by \( p \in [0, 1] \) the probability that \( R \) ends up with posterior \( H \) (and hence takes action \( a \)). Given the prior \( \pi_I \in (0, \pi^*) \), in any effective persuasion, the optional sampling theorem prescribes that the two posteriors must average back to the prior, and so

\[
p = \frac{\pi_I - L}{H - L}.
\]

Geometrically, \( p \) is the fraction of segment \([L, \pi_I]\) in segment \([L, H]\). That is, if one threshold is relatively farther away from the prior than the other, then more likely \( R \) will hit the other threshold. Clearly, \((L, H)\) is Bayes plausible, but due to \( R \)'s incentive compatibility, it is impossible to target on \( L \) and \( H \) separately, and \( D \) can only effectively choose one of the two posteriors. Therefore, incentive compatibility confines \( D \)'s optimization in a subset of Bayes plausible distributions and disqualify in general the concavification solution. For this reason, we call (3.5) constrained Bayes plausibility.

A patient \( D \) maximizes \( p \) via controlling the accuracy of signals, subject to constrained Bayes plausibility and the requirement of effective persuasion. To solve this problem, it is more convenient to work with the lower stopping posterior \( L \) (recall that by Lemma 3 each lower stopping posterior uniquely determines a class of equivalent information structures). Given \( 0 < \pi_I < \pi^* \), \( D \)'s problem is formulated as

\[
\sup_L p = \frac{\pi_I - L}{H - L},
\]

s.t. \( H = \frac{\beta^2(1 - L)}{\beta^2 + L(\alpha^2 - \beta^2)}, \ 0 \leq L \leq \pi_I \) \hspace{1cm} (4.1)

The solution to (4.1) is illustrated geometrically in Figure 1, wherein we graph \( H(L) \) and plot two points, \((\pi_I, \pi_I)\) and \((\pi^*, \pi^*)\) (the latter is on the graph of \( H(L) \), according to Lemma 3), in an \( LOH \) coordinate system. Then, consider the slope of the segment joining an arbitrary point \((L, H)\) on the graph of \( H(L) \) such that \( L \leq \pi_I \), and the point \((\pi_I, \pi_I)\). Denote this slope by \( k \) and we obtain via simple algebra that

\[
p = \frac{1}{1 - k}.
\]

So \( D \)'s problem is to choose a point \((L, H)\) on the graph of \( H(L) \) such that \( L \leq \pi_I \) to maximize

\(^8\)The restriction is innocuous to \( D \)'s optimal design problem as \( L > \pi_I \) is never optimal for her. We maintain this restriction here for expositional convenience.
the slope of the segment joining \((L, H)\) and \((\pi_I, \pi_I)\). This gives a full characterization of the optimal persuasion policy in the baseline model.

**Theorem 1 (Optimal Persuasion Policy).** Given \(0 < \pi_I < \pi^*\),

(i) it is optimal for \(D\) to be immediately revealing if and only if \(0 < \pi_I \leq \hat{\pi}\), where

\[
\hat{\pi} \equiv \frac{\beta^2}{\alpha^2 + \beta^2}.
\]

In particular, immediately revealing is optimal if \(\alpha \leq \beta\);

(ii) \(D\) will optimally manipulate information if and only if \(\hat{\pi} < \pi_I < \pi^*\); and the optimal lower stopping posterior

\[
L^* = \frac{\beta^2(\alpha^2 - \beta^2)(1 - \pi_I) - \{(\alpha^2 - \beta^2)\alpha^2\beta^2[\pi_I^2(\beta^2 - \alpha^2) + \beta^2(1 - 2\pi_I)]\}^{1/2}}{(\alpha^2 - \beta^2)[\beta^2 + \pi_I(\alpha^2 - \beta^2)]}.
\]

**Figure 1: Geometrical characterization of optimal information structure**

According to Theorem 1 (i), \(D\) can do no better than disclosing all information immediately to gamble on a success of probability \(\pi_I\) if \(R\) features high skepticism on state \(A\), i.e., \(\pi_I \leq \hat{\pi}\), which relies on the stakes ratio \(\alpha/\beta\). Intuitively, for one thing, to induce a “highly skeptical” \(R\) to experiment, the informational accuracy need to be high enough; For another thing, if we view \(\pi_I - L\) as the “output” and \(H - \pi_I\) the “cost” \((\pi_I\) is the maximum output), then \(D\)’s problem is to minimize the average cost subject to constrained Bayes plausibility. Since the “marginal cost” \(dH/d(-L)\) is decreasing when \(H(L)\) is concave (i.e., \(\alpha \leq \beta\), see Figure 1), the minimal average cost is thus achieved at the left corner. The case with profitable information manipulation is described in Theorem 1 (ii). As shown in Figure 2 (left panel), the convexity of \(H(L)\) alone is not enough to trigger information twist. In Figure 2 (right panel), however, the marginal cost increases rapidly enough so that the average cost is minimized at an interior lower posterior.

The discussion above suggests that \(D\)’s persuasion policy depends crucially on parameters. To understand this in more detail, we focus on two perspectives of the optimal information
structure: informativeness (measuring $\mathcal{R}$’s welfare) and the probability of a successful persuasion (measuring $\mathcal{D}$’s welfare); and consider three primitives—$r$ (impatience), $\alpha/\beta$ (stakes ratio), and $\pi_I$ (initial belief on $\{\omega = A\}$)—when $\pi_I \in (\hat{\pi}, \pi^*)$. Before presenting the results, we define for each information structure with accuracy $\mu$ the compound accuracy as

$$A^c(r, \mu) = \frac{\mu}{\sqrt{r}} \in [0, +\infty],$$

which captures the value of costly experimentation to $\mathcal{R}$ in our model. Indeed, the (instrumental) value of signals lies in how informative they are about the true state, which is captured by $\mu$. However, since signals can only be obtained via costly sequential tests, a less patient $\mathcal{R}$ tends to learn less from a given information structure, which reduces the amount of information actually transmitted to him.

**Proposition 1 (Comparative Statics).** Provided $\hat{\pi} < \pi_I < \pi^*$, in optimum,

(i) the compound accuracy $A^c$ is decreasing in $\pi_I$ and $\alpha/\beta$, but is constant in $r$, and so the accuracy is increasing in $r$; however, $\mathcal{R}$’s expected payoff is constant in $r$;

(ii) the maximum probability of a successful persuasion is increasing in both $\alpha/\beta$ and $\pi_I$, but is constant in $r$; moreover, the probability is in $(\pi_I, 1/2)$, and converges to $1/2$ as $\pi_I \uparrow \pi^*$.

**Remarks**

1. More accurate information structure should be offered to a more skeptical $\mathcal{R}$, which is also true in the 1-benchmark. Here, due to the requirement of effective persuasion, a more skeptical $\mathcal{R}$ demands a higher $\mu$ to trigger experiment. Moreover, in the language of output and cost introduced earlier, a lower prior does not affect the “marginal cost” $dH/d(-L)$ but raises the average cost, and so $\mathcal{D}$ must lower $L^*$ to minimize the average cost, leading $A^c$ to increase. When the stakes ratio decreases, by a similar logic, the “marginal cost” increases more rapidly. A rebalance must incur a reduction on output $\pi_I - L$, meaning a decrease in information quality (both accuracy and compound accuracy).
2. We may think that $D$ has some “optimal amount” of information to disclose to $R$ via his experimentation, which is measured by the compound accuracy. An impatient $R$ tends to experiment less than a more patient one. Hence, “more information” ought to be transmitted in each moment for a less patient $R$, and so a more impatient $R$ will not be better off, although his impatience helps achieve more accurate signals, as the higher “cost” of information acquisition also deters a “full” exploitation of those information.

3. The designer enjoys a maximum probability of a successful persuasion no lower than $\pi_I$ because this is the payoff she can secure by being immediately revealing. The upper bound, however, is due to constrained Bayes plausibility, which prescribes a minimal amount of information necessary for triggering signal acquisition and hence brings a setup cost to $D$. We view the numerical value of this upper bond, $1/2$, as a consequence of the symmetric distribution of (instantaneous) belief updating in the limit (see (2.2)).

5 The Value of Controlling Information Acquisition

In this section we examine the value of controlling information acquisition to $D$. In our framework, $R$ chooses the quantity of information via endogenous information acquisition, while in the 1-benchmark $D$ dictates over both the quality and the quantity of information. Naturally, the value of controlling information acquisition is the difference between $D$’s maximum payoff in the benchmark and that in our model, which will be located once we are able to characterize $D$’s maximum payoff at each prior.

Concretely, let $U : \Delta \Omega \to \mathbb{R}$ denote $D$’s (expected) payoff at each of $R$’s stopping posteriors. For each pair of constrained Bayes plausible stopping posteriors $(L, H)$, denote by $\ell^H_L(\cdot)$ the affine function whose graph joins the admissible pair $(L, U(L))$ and $(H, U(H))$. Then for each prior $\pi_I < \pi^*$, $D$’s maximum payoff $p^*(\pi_I)$ equals

$$\max\{\ell^H_L(\pi_I) \mid (L, H) \text{ is constrained Bayes plausible}\},$$

that is, $D$’s maximum value is delineated as the pointwise maximum of affine functions joining admissible pairs, which is thus convex. We depict $p^*$ in Figure 3 for the case of $\alpha > \beta$. The constrained Bayes plausible set $H(L)$ is graphed in the lower left quadrant, by which we find all admissible $\ell^H_L$ in the upper right quadrant, whose upper envelope on $[0, \pi^*)$ is $p^*$, which is convex and tends to $1/2$ at $\pi^*$ by Proposition 1.

Now we are able to provide a geometric comparison between $D$’s value in the 1-benchmark and in our model. As is well-known, $D$’s maximum payoff with one-shot learning is given by the concavification solution $\text{Cav}(U)$ (the least concave function dominating $U$). Figure 4 graphs $D$’s maximum payoff in the benchmark (denoted by $\text{Cav}(U)$) and in our model (denoted by $p^*$). In the left panel, $\alpha \leq \beta$, and so it is universally optimal to be immediately
revealing, and so \( p^* \) is simply the 45-degree line. In the right panel, \( \alpha > \beta \), and so on \([\tilde{\pi}, \pi^*]\) information is manipulated, \( p^* \) being strictly convex.

As Figure 4 illustrates, the new protocol of information transmission has down-pressed \( D \)'s payoff, creating an “optimal learning wedge”—the convex region between \( \text{Cav}(U) \) and \( p^* \)—as marked in gray, which represents the value of controlling information acquisition to \( D \). The value is everywhere positive on \((0, \pi^*)\), showing that the new protocol, if thought of as a reallocation of bargaining power in Bayesian persuasion, causes a reallocation of benefits from additional information. In the benchmark model (see the leading example in Gentzkow & Kamenica (2011)), \( R \) actually does not benefit from information disclosure since at either 0 or \( \pi^* \) (i.e., the two posteriors he will be sent to) action \( b \) is optimal. Therefore, the wedge also stands to suggest a strict welfare improvement for \( R \) from optimal learning. Moreover, the wedge has an open end on the \( \pi^* \) side due to the setup cost (see Proposition 1) to trigger effective learning, and so \( D \)'s maximum payoff exhibits a discontinuity at \( \pi^* \), yet in the benchmark model \( D \)'s payoff on both sides of \( \pi^* \) can be joined seamlessly. Finally, it is easy to see that \( p^* \) is the lower bound of maximum payoffs to \( D \) over all scenarios of dynamic Bayesian persuasion, wherein the dynamic information structures (in continuous limits) can be made arbitrarily dependent on the calendar time and \( R \)'s posteriors.

6 Extensions

We have assumed in the baseline model that \( D \) is a patient persuader with state-independent preferences, facing a situation with two states and a receiver with two terminal actions, and the only uncertainty is about \( \omega \). Now we discuss some variations of those assumptions.

Some extensions should be forthright. For example, if the optimal information policy is
already immediately revealing in the baseline model, then it is apparently optimal even if the designer is impatient. Qualitatively, it is not hard to show that if \( D \) is impatient, her maximum expected payoff is the pointwise maximum of a class of convex functions joining admissible pairs, each being lower than the segment joining the same admissible pair (See Section 5).\(^9\) Thus, the range of priors on which an impatient \( D \) will be immediately revealing strictly contains that for a patient \( D \), and the range increases (according to the set inclusion order) as \( D \) gets less patient; but like the case with a patient \( D \), the optimal informational accuracy is decreasing in \( \pi \). For a second example, if there are more states or \( R \) has more feasible actions, our main conclusion will be (qualitatively) maintained if \( D \)’s objective can be reduced to convincing \( R \) of an event in \( 2^\Omega \setminus \emptyset \). A third example is to assume information design costly to \( D \), which can be done by associating each (limit) information structure with a cost. Since all information structures in our framework can be ranked by the Blackwell order (and so by entropy), we can borrow the idea in Kamenica & Gentzkow (2014) and assume that a higher cost is incurred on \( D \) if she designs a more accurate experiment, and so the extension only refers to adding such costs to (4.1).\(^{10}\) In the rest of this section we discuss two extensions where our previous techniques do not apply straightforwardly.

### 6.1 \( D \) with State-dependent Preferences

First, we relax the assumption that \( D \)’s payoff is state-independent and assume instead that her preferences also rely on \( \omega \). Immediately revealing is apparently optimal if \( D \) has the same cardinal preferences as \( R \), and so we focus on the case in which \( D \) and \( R \) have totally misaligned interests. For simplicity, \( D \)’s utility function is assumed to be

\[
\begin{equation}
    u_D(\gamma, \omega) = \mathbb{1}_{\{\gamma=a, \omega=B\}} + \mathbb{1}_{\{\gamma=b, \omega=A\}}.
\end{equation}
\]

\(^9\)Note that the value function of an impatient \( D \), \( d(\pi_I) \equiv \mathbb{E}[e^{-R \tau^*} \mathbb{1}_{\{\gamma=a\}} \mid \pi_I] \), where \( R \) is \( D \)’s discount rate and \( \tau^* \) represents \( R \)’s optimal stopping time, satisfies (3.2) (justifying the convexity of \( d \)) and the boundary conditions \( d(L) = 0 \) and \( d(H) = 1 \).

\(^{10}\)It is clear that less information will be disclosed in optimum in this case.
Here we drop the restriction that $\pi_I < \pi^*$ since it is no longer a trivial decision for $D$ when $\pi_I \geq \pi^*$. Thus, $D$'s expected payoff function $U : \Delta \Omega \to \mathbb{R}$ is

$$U(\pi) = \begin{cases} 
\pi, & \pi \in [0, \pi^*) \\
1 - \pi, & \pi \in [\pi^*, 1] 
\end{cases}.$$  

Now the objective of $D$ is to maximize $p(L)[1 - H(L)] + [1 - p(L)]L$, where $L$ is viewed as the control variable and $p(L)$ represents the probability that $R$ ends up with the higher posterior. Specifically, when $\pi^* = 1/2$ (equivalently, $\alpha = \beta$), $U$ is concave, and so $D$ should optimally disclose no information. When $\alpha > \beta$ ($\pi^* < 1/2$), $U$ has an up-jump at $\pi^*$, meaning that $c(U)(\pi_I) = u_D(\pi_I)$ for all $\pi_I \geq \pi^*$ and hence there should be no information disclosure on $[\pi^*, 1]$; if, however, $\pi_I < \pi^*$, then it is worth for $D$ disclosing additional information if and only if $H(\pi_I) \leq 1/2$, because an effective persuasion requires $L < \pi_I$, which will never be optimal if such an $L$ causes $H > 1/2$ since otherwise $D$'s expected utility will be even dominated by $U(\pi_I)$, the value of no information disclosure. For $\alpha < \beta$ we have a symmetric result. The following proposition characterizes the optimal information policy.

**Proposition 2.** Given preferences (6.1), $D$ will optimally be informative (i.e., $\mu > 0$) if and only if $\pi_I \in (\hat{\pi} \wedge \pi^*, \hat{\pi} \vee \pi^*)$, and in this case the optimal lower posterior

$$L^* = \frac{1 - \pi_I + (\frac{\alpha}{\beta})^2 (1 + \pi_I) - \frac{\alpha}{\beta} \left\{ \left( \frac{\alpha}{\beta} \right)^2 - 1 \right\} \left( 1 - \pi_I \right)^2 - \pi_I^2 \left( \frac{\alpha}{\beta} \right)^2 \right\}}{1 - \pi_I + (\frac{\alpha}{\beta})^2 \left[ 3 + \pi_I \left( \frac{\alpha}{\beta} \right)^2 \right]}^{1/2}.$$  

Based on Proposition 2, we can further show that less accurate information should be offered to a less skeptical $R$, while the patience of $R$, like before, does not affect the compound accuracy and hence the payoff equivalence property is preserved (but a more patient $R$ will be provided with a less accurate information structure). Moreover, $D$’s expected utility is increasing (resp. decreasing) in the stakes ratio when $\alpha > \beta$ (resp. $\alpha < \beta$). Finally, as is featuring our framework, there is a setup cost of persuasion at $\pi^*$, which equals $1/2$ of the maximum payoff $D$ receives when it is optimal to be uninformative.$^{11}$

### 6.2 Uncertainty about $R$

The second extension refers to introducing asymmetric information to the Baseline setup. Specifically, we discuss some implications of asymmetric information on $D$’s prior and his stakes ratio, respectively, with other setup being identical to that in the baseline model.$^{12}$

$^{11}$A proof for those comparative static results can be found the Appendix.

$^{12}$Note that $D$ cannot get strictly better off by screening $R$, because $D$ can only control the informational accuracy while all types of $R$ prefer more accurate signals.
6.2.1 Uncertainty about $\mathcal{R}$’s prior

Assume that $\mathcal{R}$ is privately informed of his type—prior $\pi \in [0, 1]$, which follows a (continuous) probability density $h : (0, 1) \to \mathbb{R}_{++}$, for simplicity, and $\mathcal{D}$’s prior $\pi_I = \mathbb{E}_h[\pi] \in (0, 1)$. An alternative interpretation of this is that $\mathcal{D}$ is trying to persuade a unit mass of people whose priors are distributed according to $h$, i.e., there are heterogeneous priors, possibly because people have already acquired some information about the true state through heterogeneous channels.

Notice that the optimal information acquisition policy does not depend on $\mathcal{R}$’s prior, and hence $\mathcal{D}$ knows that if she employs a persuasion scheme that induces $(L, H)$, the probability for $\mathcal{R}$ to end up with action $a$ (treating $L$ as the control variable), $p(L)$, satisfies

$$p(L) = \int_{L}^{H(L)} \frac{\pi - L}{H(L) - L} \cdot h(\pi) \, d\pi + \int_{H(L)}^{1} h(\pi) \, d\pi, \quad L \in [0, \pi^*]$$

where $H(L)$ is given by (3.5). Then it is immediate to see that $p(0) = \pi_I$ and $p(\pi^*) = \int_{\pi_I}^{1}, h(\pi) \, d\pi$. An interior optimal solution is characterized by the first-order condition

$$0 = p'(L) = \int_{L}^{H} \frac{H'(L - \pi) + (\pi - H)}{(H - L)^2} h(\pi) \, d\pi$$

$$= \int_{L}^{H} h(\pi) \, d\pi \left( L - \mathbb{E}_h[\pi \mid \pi \in [L, H]] \right) \left( H' - \frac{H - \mathbb{E}_h[\pi \mid \pi \in [L, H]]}{L - \mathbb{E}_h[\pi \mid \pi \in [L, H]]} \right),$$

based on which we have

$$p'(L) > 0 \text{ if and only if } H' < \frac{H - \mathbb{E}_h[\pi \mid \pi \in [L, H]]}{L - \mathbb{E}_h[\pi \mid \pi \in [L, H]]} = R_h(L), \quad (6.2)$$

where $R_h(\pi^*) \equiv \lim_{L \uparrow \pi^*} R_h(\pi)$. In general, $R_h(L)$ and $\mathbb{E}_h[\pi \mid \pi \in [L, H]]$ can be non-monotonic so that $H'$ and $R_h$ may cross multiple times. However, some useful information about the optimal disclosure policy can still be extracted. As a simple example, the optimal persuasion mechanism is immediately revealing if $\text{Supp} \ h \subseteq (0, \pi^*) \subseteq (0, \pi)$ since by Theorem 1 it is now optimal to be immediately revealing to each possible type. A more involved example below assumes a uniformly distributed prior.

**Example.** [Uniformly distributed prior] Assume that $\pi \sim U[0, 1]$. Then we have $R_h(L) = -1$ for all $L \in [0, \pi^*]$. Thus, when $\alpha > \beta$, one can check that $H' \leq R_h(L)$ for all $L \in [0, \pi^*]$, and hence by (6.2) it is optimal to be uninformative (i.e., $\mu = 0$); when $\alpha < \beta$, however, we will have $H' \geq R_h(L)$ on $[0, \pi^*]$, which means that it is optimal to be immediately revealing. It suggests that evenly distributed opinions, given homogeneity of stakes ratio, essentially cause either immediate disclosure or no disclosure of information in our framework.

More generally, we present in Proposition 3 two sufficient conditions that guarantee
information manipulation and informative persuasion, respectively.

**Proposition 3.** The optimal lower stopping posterior $L^* > 0$ (i.e., not immediately revealing) if $E_h[\pi] > \pi$; and $L^* < \pi^*$ (i.e., not totally uninformative) if $h(\pi^*) > 0$ and $\frac{h'(\pi^*)}{h(\pi^*)} < \frac{3(\beta^2-\alpha^2)}{\alpha\beta}$.

How do the compound accuracy and the probability of a successful persuasion hinge on primitives in optimum? Although it is clear that both are independent to $R$’s impatience, one might be tempted to guess, according to Proposition 1, that the optimal information structure becomes less accurate as $E_h[\pi]$ increases. However, stronger conditions are needed to guarantee a higher level of accuracy. Also, it may not be true that the compound accuracy is decreasing in the stakes ratio $\alpha/\beta$ for two reasons: First, the optimal lower threshold, when uncertainty about $\pi$ is present, may not satisfy the tangent condition for each type, and so for low types a lower $L$ would yield higher probability of successful persuasion;\(^\text{13}\) Second, increasing the accuracy could be profitable since some types lower than $L$ would then get involved in experimentation rather than making terminal decisions immediately. The main result is presented below.

**Proposition 4.** With uncertainties in $D$’s prior being given by $h : (0, 1) \rightarrow \mathbb{R}_{++}$,

(i) the optimal compound accuracy decreases if $h$ is replaced by $\hat{h}$ such that $\hat{h}(\pi)/h(\pi)$ is increasing in $\pi$;

(ii) the probability of a successful persuasion increases when $h$ is replaced by $\tilde{h}$ such that $\tilde{h}$ first-order stochastically dominates $h$, or when the stakes ratio increases.

### 6.2.2 Uncertainty about the stakes ratio

Now the prior $\pi_I \in (0, 1)$ is common knowledge again but the stakes ratio $x \equiv \alpha/\beta$ is $R$’s private information, which, as $D$ believes, has a smooth density $\varphi : [\xi, \xi] \rightarrow \mathbb{R}_{++}$, where $\xi, \xi > 0$. $\varphi$ generates a distribution over the lower stopping posteriors $L(z; x)$ for each $z \equiv \left(\frac{\lambda+1}{\lambda-1}\right)^{1/\lambda} \in [1, \infty]$,\(^\text{14}\) which is chosen by $D$. A greater value of $z$ means more accurate information structure. Then, by (3.4), the probability of a successful persuasion at $z$ can be written as

$$p(z) = \int_\xi^\xi P(z; x)\varphi(x) \, dx,$$

\(^\text{13}\)More precisely, for types $\pi$ such that $\pi < \frac{H-LH'(L)}{1-H'(L)}$, given $L$.

\(^\text{14}\)By Lemma 3, $dz/d\lambda < 0$, $\lim_{\lambda \rightarrow 1} z = \infty$, and $\lim_{\lambda \rightarrow \infty} z = 1$. 
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where the probability of successfully persuading a type \( x \) receiver by a \( z \)-parameterized information structure

\[
P(z; x) = \begin{cases} 
0, & \text{if } x \leq \underline{x}(z) \\
\frac{\pi_I - L(z; x)}{H(L(z; x)) - L(z; x)}, & \text{if } \underline{x}(z) < x \leq \bar{x}(z), \\
1, & \text{if } x > \bar{x}(z).
\end{cases}
\]

\( \bar{x}(z) \equiv z(\pi_I^{-1} - 1) \) being the upper bound of stakes ratios above which the probability of a successful persuasion is 1; \( \underline{x}(z) \equiv z^{-1}(\pi_I^{-1} - 1) \) being the lower bound of stakes ratios below which the probability of a successful persuasion is 0. For \( x \in (\underline{x}(z), \bar{x}(z)] \), by (3.4), we have

\[
P(z; x) = \frac{1}{z^2 - 1} \left[ \pi_I z^2 + \left( \frac{\pi_I - 1 + \pi_I x^2}{x} \right) z + (\pi_I - 1) \right]. \tag{6.3}
\]

The extreme values of \( p(z) \) are \( p(\infty) = \pi_I \) and \( p(1) = \int_{\pi_I^{-1} - 1}^{\bar{x}} \varphi(x) \, dx \). Then it is easy to see that an interior solution \( z^* \) is characterized by

\[
\int_{\bar{x}(z^*)}^{\bar{x}} \frac{\partial P}{\partial z}(z^*; x) \varphi(x) \, dx = 0.
\]

Here, except for some special cases (for example, if \( \pi_I \leq \inf \{ \min \{ \frac{1}{x^2 + 1}, \frac{1}{x+1} \} | x \in \text{supp } \varphi \} \), then it is optimal to be immediately revealing, since for each possible type the best strategy for \( D \) is to do so), a neat characterization seems not achievable due to the fully nonlinear structure and the underspecification of \( \varphi \). However, some comparative statics can still be derived indirectly.

**Proposition 5.** If \( \alpha/\beta \) is distributed according to \( \varphi : [\xi, \bar{\xi}] \to \mathbb{R}^{++} \), then

(i) the optimal compound accuracy decreases if \( \varphi \) is replaced by \( \widetilde{\varphi} \) such that \( \varphi(x)/\varphi(x) \) is increasing in \( x \); and

(ii) the probability of successful persuasion increases if people have a higher prior on \( \{ \omega = A \} \), or if \( \varphi \) is replaced by \( \widetilde{\varphi} \) which first-order stochastically dominates \( \varphi \).

7 Concluding Remarks

We study in this paper strategic information transmission with committed signals in a protocol that the receiver optimally acquires signals from the information channel offered by the designer. Adopting a belief-based approach, we propose a tractable continuous-time approximation for dynamic belief updating and obtain a convenient geometric representation of information. Based on this, we fully characterize the optimal persuasion scheme and examine how the
welfare from additional information is reallocated between the two agents. It is optimal to be immediately revealing for low prior or low stakes ratio, while in the other cases the space of information manipulation is significantly limited due to the receiver’s optimal learning. The discrete drop in the designer’s expected payoff reveals a setup cost of information transmission and yields a wedge that measures the value of controlling information quantity in Bayesian persuasion. Some extensions of the baseline model are also discussed. Overall, the new protocol results in an endogenous refinement of Bayes plausible signals and new techniques to pin down the optimal information structure. The results speak to how incentives in Bayesian persuasion are reshaped when the receiver actively chooses the extent to which he would like to be persuaded by costly signals, and more broadly, to literature on dynamic sender-receiver games.

A number of potentially interesting research problems stem from our analysis so far. First, we may consider the implications of some exogenously fixed deadline for information acquisition when information manipulation is profitable (for instance, in some online sales platform, consumers are offered a certain length of time for free trial), where the major challenge is to characterize how the stopping posteriors are distributed at that deadline. Second, as mentioned earlier in section 2, we can view our setup as a special case in a more general class of dynamic Bayesian persuasion games, wherein there is some effective restriction on sequential informativeness, and so different versions of the restriction may yield different predictions. The restriction considered in our setup is that all sequential signals have to have the same accuracy, and the most straightforward extension is to allow the accuracy to (weakly) increase, depending on $\mathcal{R}$’s posteriors and/or the calendar time. A dual extension of this is to allow the accuracy to vary freely over time and history but to have either a changing state or uncertainty about $\mathcal{R}$ (for example, his prior or stakes ratio). Finally, the situation with an impatient designer might deserve some further attention. We have not obtained a complete characterization for the optimal information structure for this case. To figure out the optimal solution and answer questions like whether a less patient $\mathcal{D}$ will provide more information, the key is to determine how $\mathcal{D}$’s value function $d(\pi_I)$ (see footnote 9) depends on informational accuracy, but the answer is not obvious; the optimal stopping time could be short when the accuracy is either sufficiently high or sufficiently low. Although a closed form solution for $d(\pi_I)$ at each given admissible pair can be obtained via the differential equation and boundary conditions given in footnote 9, the solution does not seem easy to employ for our purpose; some new approaches are needed, which we will leave for future research.

---

15For an interpretation, $\mathcal{R}$ can request $\mathcal{D}$ conduct multiple rounds of investigation, but additional investigations have to be “better” or “more informative” than those already done.
8 Appendix

8.1 Proof of Lemma 1

Let the signal space \( S = \{s^1, s^2, \ldots, s^n\} \). We start with a given frequency \( \Delta^{-1} \) of sampling and some \( t \geq 0 \) at which \( R \) possesses a belief \( \pi_t \in (0, 1) \) on \( \{\omega = A\} \). For each \( s > t \), according to Bayes’ rule, the stochastic posterior \( \pi_s \), by (2.1), satisfies (assuming \( \Delta < \min\{s - t, 1\} \))

\[
\ln \frac{1 - \pi_s}{\pi_t} = \ln \frac{1 - \pi_t}{\pi_t} + \frac{2\Delta}{\sum_{i=1}^{n-1}} \ln \frac{D(s_r) + \left| P(s_r | B) - D(s_r) \right| \sqrt{\Delta}}{D(s_r) + \left| P(s_r | A) - D(s_r) \right| \sqrt{\Delta}}
\]

(8.1)

For notational convenience, we denote for each \( \tau \) the log-likelihood ratio by \( LLR^\Delta(s_r) \), that is,

\[
LLR^\Delta(s_r) \equiv \ln \frac{D(s_r) + \left| P(s_r | B) - D(s_r) \right| \sqrt{\Delta}}{D(s_r) + \left| P(s_r | A) - D(s_r) \right| \sqrt{\Delta}} = \ln \left( 1 + \frac{\delta(s_r) \sqrt{\Delta}}{D(s_r) + \left| P(s_r | A) - D(s_r) \right| \sqrt{\Delta}} \right),
\]

(8.2)

where \( \delta(s') \equiv P(s' | B) - P(s' | A) \in [-1, 1] \), \( i \in \{1, 2, \ldots, n\} \). Then, if measured by information up to \( t \), the probability that \( LLR^\Delta(s_r) = LLR^\Delta(s') \), denoted by \( P^\Delta(s') \), satisfies\(^{16}\)

\[
P^\Delta(s') = \pi_t P^\Delta(s' | A) + (1 - \pi_t) P^\Delta(s' | B) = D(s') + q(s') \sqrt{\Delta},
\]

where \( q(s') \equiv P(s' | B) - \pi_t \delta(s') - D(s') \), \( i = 1, 2, \ldots, n \). Meanwhile, by (8.1), the log-probability ratio \( \ln \frac{1 - \pi_s}{\pi_t} \), as measured by information up to \( t \), is the sum of a constant and a (finite) sequence of i.i.d. random variables. Therefore, when \( \Delta \) is small, the central limit theorem implies that

\[
\ln \frac{1 - \pi_s}{\pi_t} - \ln \frac{1 - \pi_t}{\pi_t} - \frac{2\Delta}{\sum_{i=1}^{n-1}} E^\Delta(LLR | \pi_t) \Rightarrow N(0, 1)
\]

where \( E^\Delta(LLR | \pi_t) \) (resp. \( Var^\Delta(LLR | \pi_t) \)) is the conditional expectation (resp. variance) of the log-likelihood ratio associated with the information structure with the sampling frequency \( \Delta^{-1} \). As a result, we have

\[
\ln \frac{1 - \pi_s}{\pi_t} - \ln \frac{1 - \pi_t}{\pi_t} \Rightarrow N \left( (s - t) \lim_{\Delta \to 0^+} \frac{E^\Delta(LLR | \pi_t)}{\Delta}, (s - t) \lim_{\Delta \to 0^+} \frac{Var^\Delta(LLR | \pi_t)}{\Delta} \right)
\]

\[
= \lim_{\Delta \to 0^+} \frac{E^\Delta(LLR | \pi_t)}{\Delta} (s - t) - \sqrt{\lim_{\Delta \to 0^+} \frac{Var^\Delta(LLR | \pi_t)}{\Delta}} (B_s - B_t),
\]

(8.3)

\( B \) representing the standard Brownian motion. To proceed, we first argue that

\[
\lim_{\Delta \to 0^+} \frac{E^\Delta(LLR | \pi_t)}{\Delta} = \frac{1}{2} \sum_{i=1}^{n-1} \frac{\delta^2(s_i)}{D(s_i)}, \quad \lim_{\Delta \to 0^+} \frac{Var^\Delta(LLR | \pi_t)}{\Delta} = \sum_{i=1}^{n} \frac{\delta^2(s_i)}{D(s_i)}
\]

To this end, we will show that \( E^\Delta(LLR) = O(\Delta) \) and \( Var^\Delta(LLR) = O(\Delta) \), as well as compute the limits \( \lim_{\Delta \to 0^+} \frac{1}{\Delta} E^\Delta(LLR) \) and \( \lim_{\Delta \to 0^+} \frac{1}{\Delta} Var^\Delta(LLR) \). By definition,

\[
E^\Delta(LLR) = \sum_{i=1}^{n} \left[ D(s_i) + q(s_i) \sqrt{\Delta} \right] \ln \frac{D(s_i) + \left| P(s_i | B) - D(s_i) \right| \sqrt{\Delta}}{D(s_i) + \left| P(s_i | A) - D(s_i) \right| \sqrt{\Delta}}
\]

\(^{16}\)For our purpose, it is without loss of generality to require that \( LLR^\Delta(s') \neq LLR^\Delta(s') \) for all \( 1 \leq i < j \leq n \), and hence the distribution is well-defined.
Letting $x \equiv \sqrt{\Delta}$, then $\mathbf{E}^\Delta(\text{LLR})$ is smooth on $[0, 1]$, and by Taylor’s theorem,

$$\mathbf{E}^\Delta(\text{LLR}) = \mathbf{E}^\Delta(\text{LLR})_{x=0} + \frac{d\mathbf{E}^\Delta(\text{LLR})}{dx} \bigg|_{x=0} x + \frac{d^2\mathbf{E}^\Delta(\text{LLR})}{2dx^2} \bigg|_{x=0} x^2 + O(x^3).$$

Moreover, it is straightforward to derive that $\mathbf{E}^\Delta(\text{LLR})_{x=0} = 0$,

$$\frac{d\mathbf{E}^\Delta(\text{LLR})}{dx} \bigg|_{x=0} = \sum_{i=1}^{n} \left\{ q(s^i) \ln \frac{D(s^i) + [P(s^i | B) - D(s^i)] x}{D(s^i) + [P(s^i | A) - D(s^i)] x} + \frac{[D(s^i) + q(s^i) x] D(s^i) \delta(s^i)}{\prod_{\omega=A,B} \{D(s^i) + [P(s^i | \omega) - D(s^i)] x\}} \right\}_{x=0} = \sum_{i=1}^{n} \delta(s^i) = 0,$n

and

$$\frac{d^2\mathbf{E}^\Delta(\text{LLR})}{dx^2} \bigg|_{x=0} = \sum_{i=1}^{n} \left\{ \frac{q(s^i) D(s^i) \delta(s^i)}{\prod_{\omega=A,B} \{D(s^i) + [P(s^i | \omega) - D(s^i)] x\}^2} - \frac{D^2(s^i) \delta(s^i) [P(s^i | B) + P(s^i | A) - 2D(s^i)]}{\prod_{\omega=A,B} \{D(s^i) + [P(s^i | \omega) - D(s^i)] x\}^2} + o(x) \right\}_{x=0} = \sum_{i=1}^{n} \frac{\delta(s^i) [2P(s^i | B) - 2\pi_i \delta(s^i) - 2D(s^i) - P(s^i | A) - P(s^i | B) + 2D(s^i)]}{D(s^i)} = \sum_{i=1}^{n} \frac{(1 - 2\pi_i) \delta^2(s^i)}{D(s^i)}.$n

Therefore,

$$\lim_{\Delta \to 0^+} \frac{\mathbf{E}^\Delta(\text{LLR})}{\Delta} = \lim_{x \to 0^+} \frac{\mathbf{E}^\Delta(\text{LLR})}{x^2} = d\mathbf{E}^\Delta(\text{LLR}) \bigg|_{x=0} = \sum_{i=1}^{n} \frac{(1 - 2\pi_i) \delta^2(s^i)}{2D(s^i)}.$n

Also, since

$$\lim_{x \to 0^+} \frac{1}{x} \ln \frac{D(s^i) + [P(s^i | B) - D(s^i)] x}{D(s^i) + [P(s^i | A) - D(s^i)] x} = \lim_{x \to 0^+} \frac{D(s^i) \delta(s^i)}{\prod_{\omega=A,B} \{D(s^i) + [P(s^i | \omega) - D(s^i)] x\}} = \frac{\delta(s^i)}{D(s^i)}, \quad (8.4)$$

we know that

$$\ln \frac{D(s^i) + [P(s^i | B) - D(s^i)] \sqrt{\Delta}}{D(s^i) + [P(s^i | A) - D(s^i)] \sqrt{\Delta}} = O \left( \sqrt{\Delta} \right).$$

Then by definition,

$$\text{Var}^\Delta(\text{LLR}) = \sum_{i=1}^{n} \left[ D(s^i) + q(s^i) \sqrt{\Delta} \right] \left\{ \ln \frac{D(s^i) + [P(s^i | B) - D(s^i)] \sqrt{\Delta}}{D(s^i) + [P(s^i | A) - D(s^i)] \sqrt{\Delta}} - \mathbf{E}^\Delta(\text{LLR}) \right\}^2 = \sum_{i=1}^{n} \left[ D(s^i) \left\{ \ln \frac{D(s^i) + [P(s^i | B) - D(s^i)] \sqrt{\Delta}}{D(s^i) + [P(s^i | A) - D(s^i)] \sqrt{\Delta}} \right\}^2 + o(\Delta), \right.$$n

which means that (using (8.4))

$$\lim_{\Delta \to 0^+} \frac{\text{Var}^\Delta(\text{LLR})}{\Delta} = \sum_{i=1}^{n} \frac{D(s^i) \delta^2(s^i)}{D^2(s^i)} = \sum_{i=1}^{n} \frac{\delta^2(s_i)}{D(s_i)}.$$
With the result above, we let \( s = t + dt \) in (8.3) and arrive at
\[
d\left( \ln \frac{1 - \tau_t}{\tau_t} \right) = \left[ \frac{1 - 2\pi_t}{2} \sum_{i=1}^{n} \frac{\delta_i^2(s_i)}{\hat{D}(s_i)} \right] dt - \left( \sum_{i=1}^{n} \frac{\delta_i^2(s_i)}{\hat{D}(s_i)} \right)^{1/2} dB_t. \tag{8.5}
\]
Define \( f(x) = (1 + e^x)^{-1} (x \in \mathbb{R}) \). Clearly, \( f \) is infinitely differentiable and it is easy to obtain that
\[
\frac{df}{dx} = -\frac{e^x}{(1 + e^x)^2}, \quad \frac{d^2f}{dx^2} = \frac{e^x(e^{2x} - 1)}{(e^x + 1)^4}.
\]
Since
\[
f\left( \ln \frac{1 - \tau_t}{\tau_t} \right) = \tau_t,
\]
we can use Itô’s lemma to (8.5) and get
\[
d\tau_t = \left( \frac{1 - 2\pi_t}{2} \sum_{i=1}^{n} \frac{\delta_i^2(s_i)}{\hat{D}(s_i)} \right) dt + \frac{1}{2} \sum_{i=1}^{n} \frac{\delta_i^2(s_i)}{\hat{D}(s_i)} \left( \frac{1 - \pi_t}{\pi_t} \right)^{1/2} dB_t,
\]
which is the stopping time determined by the strategy \((\pi, H, L)\) and \((\hat{\pi}, H, L)\) at \(\mu'\). Indeed, given the information structure characterized by \(\mu'\) and the stopping strategy \((L, H)\), the expected payoff to \(\mathcal{R}\) is
\[
\mathbb{E}_{\mu'} e^{-rt} \max\{\alpha \pi_t, \beta(1 - \pi_t)\}
\]
\[
= \alpha H \frac{\pi_t - L}{H - L} \int_0^\infty e^{-rt} g^\mu(t \mid H) dt + \beta(1 - L) \frac{H - \pi_t}{H - L} \int_0^\infty e^{-rt} g^\mu(t \mid L) dt,
\]
where \(\tau\) is the stopping time determined by the strategy \((L, H)\), and \(g(t \mid \varpi)\) is the conditional distribution of the stopping time given that the posterior stops at \(\varpi \in \{L, H\}\). To establish the desired result, we need to show that \(\int_0^\infty e^{-rt} g^\mu(t \mid \varpi) dt \geq \int_0^\infty e^{-rt} g^\mu(t \mid \varpi) dt\). First, notice that the stochastic process of posteriors \(\{\pi_t(\mu')\}_{t \geq 0}\) is always a martingale, and hence by Dambis-Dubins-Schwarz Theorem, \(\pi_t(\mu') = \pi^* + B_A(\mu')\),
where $B_{A_t(\mu')}$ is a time-changed Brownian motion, and the changed time (by (2.2)) is

$$A_t(\mu') = \inf \left\{ u \geq 0 \left| \frac{1}{(\mu')^2(1-\pi^*-B_u)^2(\pi^*+B_u)^2} \, du = t \right. \right\}.$$  \hfill (8.6)

Fix an arbitrary trajectory of the Brownian motion $B(\omega)$. It is then easy to observe from (8.6) that for each $u \geq 0$ we have

$$\frac{1}{(\mu')^2|1-\pi^*-B_u(\omega)|^2|\pi^*+B_u(\omega)|^2} \leq \frac{1}{\mu^2|1-\pi^*-B_u(\omega)|^2|\pi^*+B_u(\omega)|^2},$$

which then implies that $A_t(\mu')(\omega) \leq A_t(\mu)(\omega)$. Since $\omega$ is arbitrary, this means that $P^\mu(\tau \geq T|\varpi) \leq P^\mu(\tau \geq T|\varpi)$ for all $T \geq 0$ and $\varpi \in \{L, H\}$. Therefore,

$$\int_0^\infty \left( 1 - P^\mu(e^{-rt} \leq y | \varpi) \right) \, dy$$

completing the proof.

### 8.3 Proof of Lemma 3

For (i), it is easy to obtain that

$$\frac{dH}{dL} = \frac{-\alpha^2 \beta^2}{(\beta^2 + (\alpha^2 - \beta^2)L)^2}, \quad \frac{d^2H}{dL^2} = \frac{2 \alpha^2 \beta^2 (\alpha^2 - \beta^2)}{(\beta^2 + (\alpha^2 - \beta^2)L)^3}.$$

We always have $dH/dL < 0$, while $d^2H/dL^2 \geq 0$ if and only if $\alpha \geq \beta$. The last claim follows immediately if we plug this point back to the expression of $H(L)$, which actually represents the case of uninformative signals.

The second half of (ii) is immediate from inspecting (3.4). For the first half, shall we consider the function

$$f(\lambda) \equiv \left( \frac{\lambda - 1}{\lambda + 1} \right)^{1/\lambda} = \exp \left\{ \frac{1}{\lambda} \ln \frac{\lambda - 1}{\lambda + 1} \right\}.$$  \hfill (3.4)

Clearly, $H = \frac{1}{1 + H/L(\lambda)}$, and $L = \frac{1}{1 + \frac{1}{L(\lambda)} - \tau}$. It is then easy to derive that

$$\frac{df(\lambda)}{d\lambda} = f(\lambda) \cdot \left[ \frac{1}{\lambda^2} \ln \frac{\lambda + 1}{\lambda - 1} + \frac{2}{\lambda(\lambda^2 - 1)} \right] > 0,$$

which yields the monotonicity claimed. For (iii), notice that

$$\lim_{\lambda \to 1} f(\lambda) = 0, \quad \lim_{\lambda \to \infty} f(\lambda) = \lim_{\lambda \to \infty} \left( \frac{\lambda - 1}{\lambda + 1} \right)^{1/\lambda} = \lim_{\lambda \to \infty} \left[ \left( 1 - \frac{2}{\lambda + 1} \right)^{-\frac{\lambda + 1}{2}} \right]^{1/\lambda} = 1,$$

which, appended to (3.4), gives us the desired result.
8.4 Derivation of equation (3.5)

Note that the value-matching and smooth-pasting conditions at \(L\) and \(H\) prescribe the the following system about \((L, H; C_1, C_2)\):

\[
C_1(1 - L)^\lambda + C_2L^\lambda = \frac{(1 - L)\lambda\beta}{[L(1 - L)]^{\frac{1}{2}(1 - \lambda)}} \quad (8.7)
\]

\[
C_1(1 - H)^\lambda + C_2H^\lambda = \frac{\lambda H\alpha}{[H(1 - H)]^{\frac{1}{2}(1 - \lambda)}} \quad (8.8)
\]

\[
C_1(1 - L)^\lambda(1 - \lambda - 2L) + C_2L^\lambda(1 + \lambda - 2L) = \frac{-2\lambda\beta}{[L(1 - L)]^{\frac{1}{2}(1 - \lambda)-1}} \quad (8.9)
\]

\[
C_1(1 - H)^\lambda(1 - \lambda - 2H) + C_2H^\lambda(1 + \lambda - 2H) = \frac{2\lambda\alpha}{[H(1 - H)]^{\frac{1}{2}(1 - \lambda)-1}} \quad (8.10)
\]

From (8.8) we solve

\[
C_2H^\lambda = \frac{\lambda H\alpha}{[H(1 - H)]^{\frac{1}{2}(1 - \lambda)}} - C_1(1 - H)^\lambda. \quad (8.11)
\]

Appending \((8.11)\) to \((8.10)\), we arrive at

\[
\left\{ \frac{\lambda H\alpha}{[H(1 - H)]^{\frac{1}{2}(1 - \lambda)}} - C_1(1 - H)^\lambda \right\}(1 + \lambda - 2H) + C_1(1 - H)^\lambda(1 - \lambda - 2H) = \frac{2\lambda\alpha}{[H(1 - H)]^{\frac{1}{2}(1 - \lambda)-1}},
\]

from which we solve

\[
C_1 = \frac{\alpha(\lambda - 1)}{2(1 - \lambda)^{\frac{1}{2}(1 + \lambda)}}. \quad (8.12)
\]

Similarly, we can also get (from \((8.7)\) and \((8.9)\))

\[
C_2 = \frac{\beta(\lambda - 1)}{2(1 - \lambda)^{\frac{1}{2}(1 + \lambda)}}. \quad (8.13)
\]

Then, it follows immediately after our plugging \((8.12)\) and \((8.13)\) back to \((8.7)\) that

\[
\frac{\alpha(\lambda - 1)(1 - L)^\lambda}{2H^{-\frac{1}{2}(1 + \lambda)}(1 - H)^{\frac{1}{2}(1 + \lambda)}} + \frac{\beta(\lambda - 1)L^\lambda}{2L^{\frac{1}{2}(1 + \lambda)}(1 - L)^{\frac{1}{2}(1 + \lambda)}} = \frac{\lambda\beta(1 - L)}{[L(1 - L)]^{\frac{1}{2}(1 - \lambda)}},
\]

which can be transformed into

\[
\frac{L^{\frac{1}{2}(1 - \lambda)}(1 - L)^{\frac{1}{2}(\lambda - 1)}}{H^{-\frac{1}{2}(1 + \lambda)}(1 - H)^{\frac{1}{2}(\lambda + 1)}} = \frac{\beta(\lambda + 1)}{\alpha(\lambda - 1)}. \quad (8.14)
\]

Similar algebra leads us to

\[
\frac{H^{\frac{1}{2}(\lambda - 1)}(1 - H)^{\frac{1}{2}(1 - \lambda)}}{L^{\frac{1}{2}(1 + \lambda)}(1 - L)^{\frac{1}{2}(1 + \lambda)}} = \frac{\alpha(\lambda + 1)}{\beta(\lambda - 1)}. \quad (8.15)
\]

Dividing \((8.15)\) from \((8.14)\), we finally obtain \((3.5)\).

8.5 Proof of Theorem 1

Here we will fully employ the geometric relations. Consider the segment \(\ell\) connecting \((0, 1)\) and \((\pi_1, \pi_1)\) and it is easy to see that the graph of \(H(L)\) is everywhere strictly higher than \(\ell\) on \((0, \pi_1)\) if and only if the slope of \(\ell\) is no greater (taking into account the sign) than \(H'(0)\). Indeed, if \(H(L)\) is concave, then \(\ell(L) < H(L)\) on \((0, \pi_1)\): the set \(C \equiv \{(L, H) \mid 0 \leq L \leq 1, H \leq H(L)\}\) is convex and \((\pi_1, \pi_1) \in \text{int } C\), which implies that \(\{\gamma(0, 1) + (1 - \gamma)(\pi_1, \pi_1) \mid 0 \leq \gamma < 1\} \subseteq \text{int } C\). In this case, as \(\alpha < \beta\) and \(\pi_1 < \pi^* = \frac{\alpha}{\alpha + \beta}\), it is easy to check...
that (using the expression of $H'(L)$ derived in the proof of Lemma 3)

$$\text{Slope}(\ell) = \frac{1 - \pi_I}{-\pi_I} < 1 - \left(1 + \frac{\alpha}{\beta}\right) = -\frac{\alpha}{\beta} \leq -\left(\frac{\alpha}{\beta}\right)^2 = H'(0).$$

If $H(L)$ is strictly convex and $\ell(0) = H(0)$, then as the set $\mathcal{C} \equiv \{(H, L) | 0 \leq L \leq \pi_I, H \geq H(L)\}$ is convex while $\mathcal{C}$ and $\ell$ contact at $(0, 1)$, $H(L) > \ell(L)$ on $(0, \pi_I]$ if and only if $\ell$ is lower than the supporting hyperplane of $\mathcal{C}$ at $(0, 1)$ whose slope is rightly $H'(0)$,\(^{17}\) which is equivalent to $\text{Slope}(\ell) \leq H'(0)$.

For Theorem 1 (i), it suffices to show that for any $(L, H(L))$ such that $L \in (0, \pi_I], H(L) > \ell(L)$, which, according to our claim above, is equivalent to $\text{Slope}(\ell) \leq H'(0)$, that is, $\frac{1 - \pi_I}{-\pi_I} \leq -(\frac{\alpha}{\beta})^2$, from which we solve $\pi_I \leq \frac{\beta^2}{\alpha^2 + \beta^2}$, proving Theorem 1 (i). For the rest of (i), notice that $\alpha \leq \beta$ implies $\pi_I \leq \pi$.

For Theorem 1 (ii), first notice that now $H(L)$ is strictly convex (as $\alpha > \beta$), and by Theorem 1 (i), if $\pi_I > \frac{\beta^2}{\alpha^2 + \beta^2}$, then there is a unique $\hat{L} \in (0, \pi_I)$ (due to strict convexity) such that $\ell(\hat{L}) = H(\hat{L})$. Consider the function

$$k(L) \equiv \frac{\pi_I - L}{H(L) - L}$$

for $L \in [0, \pi_I]$. Clearly, $k(0) = k(\hat{L})$, which, by Intermediate Value Theorem, implies that there is some $\tilde{L} \in (0, \hat{L})$ such that $H'(\tilde{L}) = k(0)$. Then we deduce from the strict convexity of $H(L)$ that $H'(\tilde{L}) > k(0)$.

Therefore, the tangent line of $H(L)$ at $\tilde{L}$ achieves a value strictly greater than $\pi_I$ at $\pi_I$ (as $\ell(\pi_I) = \pi_I$ and $\ell$ goes through $(\tilde{L}, H(\tilde{L}))$). However, since $H'(0) < \text{Slope}(\ell)$ (by Theorem 1 (i)), the tangent line of $H(L)$ at $(0, 1)$ achieves a value strictly less than $\pi_I$ at $\pi_I$. By continuity, there is some $L^* \in (0, \pi_I)$ such that $H(L^*) = H'(L^*)(L^* - \pi_I) + \pi_I$, or equivalently, $H'(L^*) = \frac{\pi_I - H(L^*)}{L^* - \pi_I}$. Note that such $L^*$ is unique since $H(L)$ is strictly convex. Now we claim that $k$ is maximized at $L^*$, which is obvious as the tangent line of $H(L)$ at $L^*$, denoted by $\ell^*$, is the supporting hyperplane of the convex set $\mathcal{C}$, which implies that all segments connecting $(\pi_I, \pi_I)$ and some point on $H(L)$ must be above $\ell^*$. Hence, $k(L) \leq H'(L^*)$ for all $L \in [0, \pi_I]$ (note that we can define $k(\pi_I) = -\infty$). Finally, by what we have shown above, $L^*$ is characterized by the tangent condition

$$H'(L^*) = \frac{-\alpha^2 \beta^2}{[\beta^2 + (\alpha^2 - \beta^2)L^*]^2} \geq \frac{H(L^*) - \pi_I}{L^* - \pi_I} = \frac{\frac{\beta^2(1 - L^*)}{\beta^2 + (\alpha^2 - \beta^2)L^*} - \pi_I}{L^* - \pi_I}.$$

Solving this equation for $L^*$ gives us the desired result (note that since $H(L)$ is symmetric against the 45°-line, the equation above has two real roots, one on each side of $\pi^*$). We take the smaller one to fit the constraint that $L^* < \pi^*$).

\subsection*{8.6 Proof of Proposition 1}

We first state and prove a lemma. For expositional convenience, in the following we use $x$ to represent $\alpha / \beta$ (and correspondingly $x'$ represents another stakes ratio). We assume $x, x' > 1$ throughout the proof.

**Lemma 4.** Let $L^*(x)$ be the optimal lower threshold for $H(L; x)$ (and denote by $H^*$ the corresponding optimal higher threshold). Then the tangent line of $H(L; x')$ at $L^*(x)$ achieves a value lower than $\pi_I$ at $\pi_I$ if $x' > x$.

**Proof.** Consider the tangent line of $H(L; x)$ at $L^*(x)$. First, we have

$$\frac{\partial H(L; x)}{\partial x} = \frac{\partial}{\partial x} \left[\frac{1 - L}{1 + (x^2 - 1)L}\right] = -\frac{2xL(1 - L)}{[1 + (x^2 - 1)L]^2} = -\frac{2L(1 - L) \cdot \frac{1}{2}}{\left[\frac{1}{2} + (x - \frac{1}{2})L\right]^2},$$

\(^{17}\)Here we slightly extend the domain of $H(L)$ to $(-\varepsilon, 1]$ for some small $\varepsilon > 0$ to make $(0, 1)$ not a kinky point, since otherwise the subdifferential of $H(L)$ at $(0, 1)$ is not a singleton.
and
\[
\frac{\partial^2 H(L; x)}{\partial x \partial L} = \frac{\partial}{\partial x} \left\{ \frac{-1}{\left[ \frac{1}{x^2} + (x - \frac{1}{2})L \right]^2} \right\} = \frac{2 \left[ L \left( 1 + \frac{1}{x} \right) - \frac{1}{2} \right]}{\left[ \frac{1}{x^2} + (x - \frac{1}{2})L \right]^3}.
\]

Hence, by changing \( x \) marginally, the corresponding infinitesimal change of the intercept of the tangent line on the vertical line \( L = \pi^* \) is
\[
-2L^*(x)(1 - L^*(x)) \cdot \frac{1}{x} + \frac{2 \left[ L^*(x) \left( 1 + \frac{1}{x} \right) - \frac{1}{2} \right]}{\left[ \frac{1}{x^2} + (x - \frac{1}{2})L^*(x) \right]^3} [\pi_I - L^*(x)], \tag{8.16}
\]

We are interested in determining the sign of (8.16). To this end, we transform (8.16) into
\[
\left[ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right]^3 \left\{ \begin{array}{ll}
\frac{2 \left[ L^*(x) + (L^*(x) - 1) \cdot \frac{1}{x} \right]}{\left[ \frac{1}{x^2} + (x - \frac{1}{2})L^*(x) \right]} (\pi_I - L^*(x)) \\
\frac{-2 \cdot L^*(x)(1 - L^*(x)) \cdot \left\{ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right\}}{\left[ \frac{1}{x^2} + (x - \frac{1}{2})L^*(x) \right]^3} \end{array} \right. \]  
and, since \( x > 1 \), it only remains to figure out the sign of (I). By Theorem 1 (ii), we have
\[
\frac{-\alpha^2 \beta^2}{\beta^2 + (\alpha^2 - \beta^2)L^*(x)^2} = \frac{\beta^2(1 - L^*(x))}{L^*(x) - \pi_I},
\]
or equivalently,
\[
\frac{2}{x} \cdot L^*(x)(1 - L^*(x)) \left[ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right] = \frac{2\pi_I L^*(x) \left[ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right]^2}{\left( \pi_I - L^*(x) \right)}.
\tag{8.17}
\]

Using (8.17) in (I), we obtain
\[
(I) = 2 \left[ L^*(x) + (L^*(x) - 1) \cdot \frac{1}{x^2} \right] (\pi_I - L^*(x)) - \frac{2}{x} \cdot L^*(x)(1 - L^*(x)) \cdot \left[ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right] = 2 \left[ L^*(x) + (L^*(x) - 1) \cdot \frac{1}{x^2} \right] (\pi_I - L^*(x)) - 2L^*(x)(\pi_I - L^*(x)) - 2\pi_I L^* \left[ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right]^2 = -2(1 - L^*(x)) \cdot \frac{1}{x^2} \cdot (\pi_I - L^*(x)) - 2\pi_I L^*(x) \left[ \frac{1}{x} + (x - \frac{1}{2})L^*(x) \right]^2 < 0
\]
as \( 1 > \pi_I > L^*(x) \). Therefore, our claim proves true. 

Now we prove proposition 1. For (i), the monotonicity in \( \pi_I \) is a straightforward implication of the strict convexity of \( H(L) \). Besides, by lemma 4, if \( x' > x \), then the tangent line of \( H(L; x') \) at \( \pi_I \) achieves some value lower than \( \pi_I \). Moreover, as \( \partial H(L; x')/\partial L \) is increasing in \( L \) while \( H(L; x') \) is decreasing in \( L \), any tangent line of \( H(L; x') \) at any \( L \leq L^*(x) \) must achieve a value strictly lower than \( \pi_I \) at \( \pi_I \). Hence, \( L^*(x') > L^*(x) \). Since by (3.4) the optimal lower threshold is decreasing in informativeness, the monotonicity in stakes ratio is justified. For impatience, note that \( \alpha/\beta \) and \( \pi_I \) suffice to identify the optimal lower stopping posterior \( L^* \), and hence \( \lambda \) (by Lemma 2 (ii)). Since \( \lambda = \sqrt{1 + 8\mu^{-2}} = \sqrt{1 + 8[A^*(r, \mu)]^{-2}} \), we know that \( A^*(r, \mu) \) must be constant for all \( r > 0 \) if \( \alpha/\beta \) and \( \pi_I \) are given, which implies that the accuracy \( I(\sigma) \) is increasing with \( r \). Then, by (8.12), (8.13), and (3.3), \( R \)'s expected payoff depends on \( r \) only via \( \lambda \), and so it is constant over \( r \).

For (ii), that the probability does not depend on \( r \) is because the optimal lower stopping posterior does not depend on \( r \). For the monotonicity in \( \alpha/\beta \), notice that if \( x' > x \), then by our argument in the previous paragraph and Lemma 3 (i) one has \( L^*(x') \in (L^*(x), \pi_I) \) and \( H(L; x') < H(L; x) \) for all \( L \in (0, \pi_I) \). Hence, the points \( (L^*(x), H(L^*(x); x)) \) and \( (\pi_I, \pi_I) \) are above and below the curve \( H(L; x') \), respectively. By strict convexity, the segment \( \ell' \) linking \( (L^*(x), H(L^*(x); x)) \) and \( (\pi_I, \pi_I) \) must intersect the graph of \( H(L; x') \) at a
unique point \((L'', H(L''; x'))\) for some \(L'' \in (L^*, \pi_l)\), and hence slope \((\ell') < \partial H(L; x')/\partial L |_{L=L''}\). Therefore, we conclude that \(L^*(x') \in (L^*, L'')\), which implies that \(H(L^*(x'); x') < \ell'(L^*(x'))\). Denoting by \(p'\) and \(p\) the probabilities of a successful persuasion at \(x'\) and \(x\), respectively, we have
\[
p' = \frac{1}{1 - H(L^*(x'); x') - \pi_l} > \frac{1}{1 - \text{slope}(\ell')} = \frac{1}{1 - \frac{H(L^*(x); x) - \pi_l}{L^*(x) - \pi_l}} = p,
\]
as was to be shown. The comparative static result about \(\pi_l\) is a simple implication of the strict convexity of \(H(L)\). For the upper bound, we denote by \(p^*\) the probability of a successful persuasion in optimum. Note that the optimal lower threshold is always less than \(\pi_l\), and hence less than \(\pi^*\). Moreover, since
\[
H'(\pi^*) = H'\left(\frac{\beta}{\alpha + \beta}\right) = \frac{-\alpha^2 \beta^2}{\left(\beta^2 + \beta(\alpha + \beta)^{-1}(\alpha^2 - \beta^2)^2 - 1\right)^2} = -1,
\]
we have \(H'(L^*_\alpha/\beta) < H'(\pi^*)\) (due to convexity of \(H(L)\). See Lemma 3), and hence \(p^* < \frac{1}{1 - H'(L^*_\alpha/\beta)} = 1/2\). Therefore, whenever \(\pi^* > \pi_l > \tilde{\pi}\), we always have \(\pi_l < p < 1/2\). Finally, as \(\alpha/\beta\) increases, \(\pi^*\) decreases, \(\pi_l\) increases, and \(\pi^*\) converges to \((1 - \pi_l)/\pi_l\) (i.e., the increase of the stakes ratio should not cause \(\pi^* < \pi_l\), in order to avoid triviality), which, by Theorem 1 (ii), implies that
\[
L^* \to \frac{1 - \pi_l}{1 - \pi_l} - \left(\pi_l^{-1} - 1\right) \left\{-\pi_l^2 + \left(1 - 2\pi_l\right) \left[\left(\pi_l^{-1} - 1\right)^2 - 1\right]^{-1}\right\}^{1/2} = \pi_l,
\]
and hence \(H'(L^*) \uparrow -1\). As a result, \(p^* \uparrow \frac{1}{1 - H'(\pi^*)} = 1/2\). Besides, \(p^* > \pi_l\) always holds because \(D\) can always choose to be immediately revealing, which delivers to her a probability of \(\pi_l\) by which her persuasion will be successful, and so she cannot be worse than this in optimum.

### 8.7 Proof of Proposition 2 and related comparative static results

We first prove that when \(\pi_l \notin (\tilde{\pi} \land \pi^* \lor \pi^*)\) no additional information will be disclosed. We argue by discussing the following two cases.

- **Case I: \(\alpha > \beta\)**.
  
  Obviously, if \(\pi_l \geq \pi^*\), then \(U(\pi_l) = \text{Cav}[U](\pi_l)\), prescribing no information disclosure. If, instead, \(\pi_l < \pi^*\), then an effective and informative persuasion exists if and only if \(H < 1/2\), which, by (3.5) and constrained Bayes plausibility, is equivalent to \(\pi_l > \tilde{\pi}\). Therefore, a sufficient and necessary condition for informative persuasion is \(\tilde{\pi} < \pi_l < \pi^*\) (note that in this case \(\tilde{\pi} < \pi^*\)).

- **Case II: \(\alpha < \beta\)**.
  
  The logic is similar, with the only difference that now \(\tilde{\pi} > \pi^*\), and hence \(\tilde{\pi} > \pi_l > \pi^*\) in this case.

Now we pin down the optimal information structure when \(\pi_l \in (\tilde{\pi} \land \pi^* \lor \pi^*)\). For an arbitrarily given \(L \in (0, \pi^*)\), we have (viewing \(L\) as the control variable)
\[
E[U | L] = (1 - H) \frac{\pi_l - L}{H - L} + L \frac{H - \pi_l}{H - L} = \frac{1 - H(L) - L}{H(L) - L} \pi_l + \frac{2H(L) - 1}{H(L) - L} L.
\]

Then one can derive that
\[
\frac{\text{d}E[U | L]}{\text{d}L} = \frac{1}{(H(L) - L)^2} \left[ H'(L)(2L - 1)(\pi_l - L) - (1 - 2H(L))(H - \pi_l) \right] \equiv \frac{G(L)}{[H(L) - L]^2}.
\]

Since for all active persuasion we have \(L < \pi_l < H\) and either \(L < H < 1/2\) (when \(\alpha > \beta\) and \(H''(L) > 0\)) or \(H > L > 1/2\) (when \(\alpha < \beta\) and \(H''(L) < 0\)),
\[
\frac{\text{d}G(L)}{\text{d}L} = H''(L)(2L - 1)(\pi_l - L) + 4H'(L)[H(L) - L] < 0,
\]
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which implies that the unique global maximizer is characterized by

\[ H'(L)(2L - 1)(\pi_L - L) - (1 - 2H)(H - \pi_L) = 0. \]

Solving this equation gives the expression in Proposition 2 for \( L^* \). Finally, we prove several comparative static results listed after Proposition 2.

- The result on payoff equivalence and the effect of patience is obvious.
- For the informativeness on prior, as we know, \( \max_L E[U \mid L] = \max_L \ell^H_L \) over all admissible pairs, which is a strictly increasing (resp. decreasing) convex function on \([\tilde{\pi}, \pi^*]\) (resp. \((\pi^*, \tilde{\pi})\)) when \( \alpha > \beta \) (resp. \( \alpha < \beta \)), and is differentiable because the convex envelope permits a unique subgradient at each point (as we have shown above that the maximizer is unique). Then by strict convexity, if \( \alpha > \beta \) and \( \tilde{\pi} < \pi'_L < \pi''_L < \pi^* \), we must have

\[
\frac{d}{d\pi_L} \max_L E[U \mid L] \bigg|_{\pi_L = \pi'_L} < \frac{d}{d\pi_L} \max_L E[U \mid L] \bigg|_{\pi_L = \pi''_L}
\]

and \( \max_L E[U \mid L](\pi'_L) < \max_L E[U \mid L](\pi''_L) \), which implies that \( L^*(\pi'_L) < L^*(\pi''_L) \). The case of \( \alpha < \beta \) can be shown similarly.

- For the setup cost, we assume that \( \alpha < \beta \) (the other case can be shown symmetrically), and need to establish

\[
\lim_{\pi_L \uparrow \pi^*} \max_L \ell^H_L (\pi_L) = \frac{1}{2}.
\]

To this end, notice that on \([\tilde{\pi}, \pi^*]\), \( D \)'s maximum expected payoff is strictly increasing and strictly convex. Also, for an arbitrary prior \( \pi_L \), we put simply by \( L^* \) and \( H^* \) the two optimal stopping posteriors. Then at this prior, using the characterization in section 5, \( D \)'s maximum expected payoff is

\[
\max_L \ell^H_L (\pi_L) = \frac{(2H^* - 1)L^* + (1 - H^* - L^*)\pi_L}{H^* - L^*}. \tag{8.19}
\]

Passing \( \pi_L \) to \( \pi^* \) from below in (8.19), employing L'Hospital’s rule, and using the facts that \( \lim_{\pi_L \uparrow \pi^*} H^* = \lim_{\pi_L \uparrow \pi^*} L^* = \pi_L \), \( \lim_{\pi_L \uparrow \pi^*} (H^*)' = -1 \) (see the proof of Proposition 1), we obtain the desired result.

8.8 Proof of Proposition 3

For the first statement (\( L^* > 0 \)), it is enough to show that \( H'(0) < R_h(0) = -\frac{1 - E_h[\pi]}{E_h[\pi]} \). Since \( H'(0) = -\alpha^2 / \beta^2 \), this inequality is equivalent to \( E_h[\pi] > \frac{\beta^2}{\alpha^2 + \beta^2} = \tilde{\pi} \), as was to be shown.

For the second statement, we define on \([0, 1]\) the following functions (here \( H \) is viewed as a function of \( L \) by 4.11 and we allow \( L \) to take values greater than \( \pi^* \))

\[
\begin{align*}
g_1(L) &= \int_L^H h(\pi) \, d\pi, \\
g_2(L) &= \int_L^H \pi h(\pi) \, d\pi, \\
g_3(L) &= \int_L^H (L - \pi)h(\pi) \, d\pi, \\
g_4(L) &= \int_L^H (H - \pi)h(\pi) \, d\pi, \\
g_5(L) &= \int_L^H (H + L - 2\pi) h(\pi) \, d\pi, \\
g_6(L) &= [H'Hh(H) - Lh(L)] \int_L^H h(\pi) \, d\pi - [H'h(H) - h(L)] \int_L^H \pi h(\pi) \, d\pi.
\end{align*}
\]
Then we can show that\(^{18}\)
\[
\begin{align*}
    g_1(L) &= -2h(\pi^*)(L - \pi^*) + O((L - \pi^*)^2), \\
    g_2(L) &= -2\pi^* h(\pi^*)(L - \pi^*) + O((L - \pi^*)^2), \\
    g_3(L) &= -2h(\pi^*)(L - \pi^*)^2 + O((L - \pi^*)^3), \\
    g_4(L) &= 2h(\pi^*)(L - \pi^*)^2 + O((L - \pi^*)^3), \\
    g_5(L) &= \frac{4}{3} h'(\pi^*)(L - \pi^*)^3 + O((L - \pi^*)^4), \\
    g_6(L) &= \eta((L - \pi^*)^3).
\end{align*}
\] (8.20)

We then define for \(L \in [0, 1]\), by (8.20) and (8.21), that
\[
\rho(L) = \begin{cases} 
    (g_1(L))^{-1} g_2(L), & L \in [0, \pi^*) \cup (\pi^*, 1] \\
    \lim_{L \to \pi^*} \pi^* (g_1(L))^{-1} g_2(L) = \pi^*, & L = \pi^*
\end{cases}
\]

Note that for \(L \in [0, \pi^*)\) we have \(\rho(L) = E_h[\pi | \pi \in [L, H]]\) and
\[
R_h(L) = \frac{H - \rho(L)}{L - \rho(L)}
\]

where \(R_h(\pi^*) \equiv \lim_{L \to \pi^*} R_h(L) = -1\) (by (8.20) and (8.21)). Since \(L = \rho(L)\) if and only if \(L = \pi^*\) and \(\rho\) is at least third-order differentiable on \([0, \pi^*) \cup (\pi^*, 1]\), \(R_h(L)\) is at least third-order differentiable on \([0, \pi^*) \cup (\pi^*, 1]\) (here we ignore temporarily the economic sense and allow \(L\) to take values above \(\pi^*\)). Now we claim and prove that \(R_h(L)\) is continuously differentiable on \([0, 1]\).

**Lemma 5.** \(R_h(L)\) is continuously differentiable at \(\pi^*\), and \(R'_h(\pi^*) = -\frac{2h'(\pi^*)}{3h(\pi^*)}\).

**Proof.** We first show that \(R_h(L)\) is differentiable at \(\pi^*\). By definition, (8.22), and (8.24),
\[
\lim_{L \to \pi^*} \frac{R_h(L) - R_h(\pi^*)}{L - \pi^*} = \lim_{L \to \pi^*} \frac{\int_0^1 (H - L - 2\pi^*) h(\pi) d\pi}{(L - \pi^*)}\]
\[
= \lim_{L \to \pi^*} \frac{g_5(L)}{g_4(L)}
\]
\[
= \lim_{L \to \pi^*} \frac{\frac{4}{3} h'(\pi^*)(L - \pi^*)^3 + O((L - \pi^*)^4)}{-2h(\pi^*)(L - \pi^*)^3 + O((L - \pi^*)^3)}
\]
\[
= -\frac{2h'(\pi^*)}{3h(\pi^*)},
\]

as was to be shown. To show that \(R'_h(\pi^*)\) is continuous at \(\pi^*\), it is enough to show that \(\lim_{L \to \pi^*} R_h(L)\) exists since any derivative must be a **Darboux function**. To this end, note that for each \(L \in [0, \pi^*) \cup (\pi^*, 1]\)
\[
R'_h(L) = \frac{(H' - \rho'(L))(L - \rho(L)) - (H - \rho(L))(1 - \rho'(L))}{(L - \rho(L))^2},
\]

Therefore, by definition, (8.20), (8.22), and (8.23),
\[
\lim_{L \to \pi^*} R'_h(L) = \lim_{L \to \pi^*} \frac{\int_0^1 (H'(L - \pi^*)^2 - \eta((L - \pi^*)^3)) O((L - \pi^*)^2) - [(H - \rho(L))(1 - \rho'(L)) + O((L - \pi^*)^2) - \eta((L - \pi^*)^3)) O((L - \pi^*)^2)}{O((L - \pi^*)^3) O(L - \pi^*)}
\]
\[
= \lim_{L \to \pi^*} \frac{[4h^2(\pi^*) - (2h(\pi^*)) H' + (4h^2(\pi^*)) 2h(\pi^*)](L - \pi^*)^2 + \eta((L - \pi^*)^3)}{O((L - \pi^*)^5)}
\]

\(^{18}\)Notation: A function \(\phi_1(x) = \eta(x^5)\) if \(\phi_1(x) = O(x^5)\) or \(o(x^5)\).
where from the third line to the fourth we have employed the fact that $\lim_{L \to \pi^*} H'(L) = -1$.

Back to the proof of the second statement, since $\lim_{L \to \pi^*} H'(L) = \lim_{L \to \pi^*} R_h(L) = -1$, we have $p'(L) < 0$ for some half-neighborhood $(\pi^* - \varepsilon, \pi^*)$ (notice that $p'(\pi^*) = 0$) if and only if (since $R_h$ is continuously differentiable)

$$\frac{2(\alpha^2 - \beta^2)}{\alpha \beta} = H''(\pi^*) < R_h'(\pi^*) = -\frac{2h'(\pi^*)}{3h(\pi^*)},$$

or equivalently,

$$\frac{h'(\pi^*)}{h(\pi^*)} < \frac{3(\beta^2 - \alpha^2)}{\alpha \beta}.$$

### 8.9 Proof of Proposition 4

For Proposition 4 (i), consider the function $Q : [0, \pi^*] \times [0, 1] \to \mathbb{R}$ such that

$$Q(L, \pi) = \begin{cases} 0, & \text{if } \pi \leq L \\ \frac{\pi - L}{H(L) - L}, & \text{if } L < \pi \leq H(L) \\ 1, & \text{if } \pi > H(L) \end{cases}$$

where $Q(\pi^*, \pi) \equiv 1_{(\pi \geq \pi^*)}$. Clearly, we have

$$p(L) = \int_0^1 Q(L, \pi) h(\pi) \, d\pi.$$

Then for any $0 \leq L' < L'' \leq \pi^*$ we have

$$Q(L'', \pi) - Q(L', \pi) = \begin{cases} 0, & \text{if } \pi \leq L' \text{ or } H(L') < \pi \leq 1 \\ -\frac{\pi - L'}{H(L') - L'}, & \text{if } L' < \pi \leq L'' \\ \frac{\pi - L'}{H(L'') - H(L)} - \frac{\pi - L'}{H(L) - L'}, & \text{if } L'' < \pi \leq H(L'') \\ 1 - \frac{\pi - L'}{H(L') - L'}, & \text{if } H(L'') < \pi \leq H(L) \end{cases}.$$

Since $H(L') - L' > H(L'') - L''$, there exists a unique $\pi^* \in (L'', H(L''))$ such that $Q(L'', \pi^*) - Q(L', \pi^*) = 0$. Therefore, $Q(L'', \pi) - Q(L', \pi) \leq 0$ for all $\pi < \pi^*$ and $Q(L'', \pi) - Q(L', \pi) \geq 0$ for all $\pi > \pi^*$, which implies that $Q(L'', \pi) - Q(L', \pi)$ is weakly single crossing on $[0, 1]$. Thus, for any probability density $\tilde{h} : [0, 1] \to \mathbb{R}_{++}$ such that $\tilde{h}(\pi)/h(\pi)$ is increasing in $\pi$, by Athey (2002) Proposition 2, we know that the optimal lower threshold increases (and hence the informativeness decreases) as $h$ is replaced by $\tilde{h}$. For Proposition 4 (ii), notice that $Q(L, \pi)$ is increasing in $\pi$ (hence first-order stochastic dominance points to a higher value of expectation), and for a fixed $L$, $Q(L, \pi)$ is increasing in the stakes ratio $x$, and so is $p(L)$.
8.10 Proof of Proposition 5

For (i), we view $-z$ as the control variable and consider the function $P(-z; x)$, defined in the same way as in subsection 8.3.2. Then for any $-\infty \leq -z' < -z'' \leq -1$, $P(-z'', x) - P(-z', x)$ can be expressed as

\[
\begin{cases}
0, & \text{if } x \leq \mathcal{z}(-z') \text{ or } x > \mathcal{z}(-z') \\
\frac{\pi_t - L(-z', x)}{H(L(-z', x)) - L(-z', x)}, & \text{if } \mathcal{z}(-z') < x \leq \mathcal{z}(-z'') \\
\frac{\pi_t - L(-z'', x)}{H(L(-z'', x)) - L(-z'', x)} - \frac{\pi_t - L(-z', x)}{H(L(-z', x)) - L(-z', x)}, & \text{if } \mathcal{z}(-z'') < x < \mathcal{z}(-z') \\
\frac{\pi_t - L(-z', x)}{H(L(-z', x)) - L(-z', x)}, & \text{if } \mathcal{z}(-z') < x \leq \mathcal{z}(-z'')
\end{cases}
\]

Note that $P(-z, x)$ is increasing in $x$ (see the proof for Proposition 5 in subsection 8.3.2). Since

\[
\frac{\partial^2 P(-z; x)}{\partial (-z) \partial x} = \frac{z^2 + 1}{(z^2 - 1)^2} \left( \pi + \frac{1 - \pi}{x^2} \right) > 0
\]

and $0 = P(-z'', \mathcal{z}(-z'')) < P(-z', \mathcal{z}(-z''))$, $1 = P(-z'', \pi(-z'')) > P(-z', \pi(-z''))$, there must be a unique $x^c \in (\mathcal{z}(-z''), \pi(-z''))$ such that $P(-z'', x) - P(-z', x) < 0$ on $(-\mathcal{z}(-z''), x^c)$ and $P(-z'', x) - P(-z', x) > 0$ on $(x^c, \pi(-z''))$. Therefore, $P(-z'', x) - P(-z', x)$ is weakly single crossing on $[-\infty, -1]$, which, by Athey (2002) Proposition 2, implies that the optimal accuracy decreases when $\varphi$ is replaced by $\widehat{\varphi}$ such that $\widehat{\varphi} : [\mathcal{z}, \pi] \to \mathbb{R}^+$ and $\widehat{\varphi}/\varphi$ is increasing in $x$, as was to be shown.

For (ii), the former one is an implication of envelope theorem: For all $z \in [1, +\infty]$,

\[
\frac{dp}{d\pi_t} = \int_{\mathcal{z}(z)}^{\pi(z)} \frac{1}{H(L(z; x)) - L(z; x)} \varphi(x) \, dx > 0.
\]

The latter one holds because $P(z; x)$ is increasing in $x$ while $P(z; x) \leq 1$: By (6.3),

\[
\frac{\partial P(z; x)}{\partial x} = \frac{z}{z^2 - 1} \left( \pi + \frac{1 - \pi}{x^2} \right) \geq 0,
\]

completing the proof.
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